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ABSTRACT must actively interact with the resolved scale.In this
paper some possible ways to test the resolved scale

A new approach to the study of turbulence,based in order to produce an interactive procedure that
on the general algebraic properties of the filtered dynamically adapt the model to the calculations are
representations of a turbulent field at different fil- presented.They are based on a new algebraic appro-
tering levelsis presented.New quantities, the gene- ach to the study of turbulence that in some sense
ralized central moments and the generalized turbu- extends to a general filtering or averaging or split-
lent stresses are introduced,and an algebraic iden- ting operator the statistical approach.The need for
tity that relates these quantities at different levels a new theoretical approach intermediate between
is deduced.This new approach extends the statisti- the statistical approach and the coherent structu-
cal approach to a general implicit or explicit filtering res approach seems largely requested at the present
operator and it represents in the opinion of the au- moment in the study of turbulence. New splitting
thor a simple way to study the similarity of the tur- procedures of the turbulent flow different from the
bulence at different levels. A particular application Reynolds decomposition are actually proposed and
of this approach to the subgrid scale (SGS) model- in use not only in the LES computation of turbulent
ling in the large eddy simulation (LES) of turbulent flows but also in some multi-level techniques and in
flows,based on the definition and the utilization of a lot of experimental procedures where the turbulent
the resolved turbulence,is discussed. field is analyzed in terms of non statistical quanti-

ties. The main problem of such decompositions is
INTRODUCTION that the usual algebraic properties of the statistical

averages are no longer valid.In particular the mean
The idea that stands at the basis of the dynamic value of the fluctuations is generally different from
SGS models recently tested with success in the LES zero,so that its fundamental ro!e in the Reynolds
of the transitional and the turbulent channel flows, decomposition is largely reduced when we consider
Germano et al. (1990),and in the LES of compres- a general filtering operator. As a consequence the
sible flows and transport of a scalar, Moin et al. formal analysis of the turbulence in terms of the
(1991),is very simple. In the LES of turbulent flows fluctuations is not so simple as in the case of the
the large scale of the turbulent field can be cap- statistical averageand a simple extension of the sta-
tured,and a large amount of infor'nation is collec- tistical approach can be founded on different quan-
ted It is spontaneous to try to utilize th;s informa- tities defined without recourse to the fluctations.ln
tion in order to adapt the SGS model dynamically the following such new quantities,the generalized
and in an interactive way to the real calculated tur- central moments, and in particular the generalized
bulent field. Loosely speaking,if we interpret the central moments of the second order of the compo-
SGS model mainly as a way of introducing an ap- nents of the velocity field, the generalized turbulent
propriate turbulent viscosity, we could guess on te- stresses,are defined.They do not involve explicitly
sting procedures that in some way or another check the fluctuations,they reduce to the usual statistical
the real amount required by that particular turbulent expressions in the case of a statistical operator and
flow.Such intelligent model,that in particular should they give a simple and unified description of the al-
recognize where the flow is laminar and should ac- gebraic structure of the filtered turbulent field and
count for an eventual backscatter from small scales the filtered turf ulent equations.This new approach
to larger scales,cannot have,in the opinion of the is in particular well fitted to examine the similarity
author,a universal form,but in some way or another among the turbulence at different levels.Peculiar to
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a decomposition in terms of mean values and fluc- The main problem of turbulence modeling is to ex-

tuations is the vision of a turbulent field that is the press the turbulent stress

sum of different contributions. Peculiar to this new TY(ui, u,) =< uiu, >f - < ui >f< uj >f (4)
approach is the idea of the comparison of diffe-

rent representations,or numerical realizations,at dif- in terms of the resolved filtered quantities.In the

ferent filtering lkvels.ln particular it will be shown case of a statistical Reynolds operator tne turbulent

that it is quite spontaneous in a numerical realiza- stress is simply given in terms of the fluctuations by

tion to analyze the resolved turbulence in order to the well known expression
extract informations useful for an interactive model-
ling.Fundamental in order to do that is an algebraic rf(ui,uj) =< UiU, >! (5)

identity that relates the generalized turbulent stres- but when F is a general filtering operator the ex-
ses at different levels.In the following all these points pression of the turbulent stress rf(uj, uj) in terms of
are exposed in detail. the fluctuations is not so simple,Deardorff (1970),

Leonard (1974),Schumann (1975).New terms,called

FILTERING ALGEBRA.THE GENERA- the Leonard term and the cross term appear,and

LIZED TURBULENT STRESSES. AVE- the separate modeling of each of them give some

RAGING INVARIANCE OF THE FILTE- problems owing to their intrinsic non-Galileian inva-

RED EQUATIONS. riance,Speziale (1985).A different algebraic appro-
ach to the problem has been followed by the present

In the LES of the turbulent flows the large scale of authorGermano (1986),(1987) and (1990).This ap-
the turbulent field is captured and the residual small proach does not require any decomposition in mean
scale is modeled The scale of the splitting between values and fluctuations,but is mainly based on the
small and large scales is dictated by the numeri- introduction of new quantities,the generalized cen-

cal resolution,and in the physical space it is expli- tral moments,Germano (1991),that in some sense
citly given by the grid length.As such the LES the- extend to the non-Reynolds operators the statisti-
ory is intimately associated to the numerical com- cal relations between the moments and the central

putations,and,as Leonard (1974) pointed out,a LES moments. Given the turbulent fields a,/3,y ...... the

splitting procedure can be formally represented by a moments are expressed by
filter generally expressed as a convolutional integral < ao >f < /37 >f

applied to the original turbulent field.More gene- a
rally we will interpret an explicit or implicit filter as and the generalized central moments
a linear operator F that when applied to a turbu- rf(a,,3) rf(a,fly).

lent quantity a produces the filtered representation are defined by the statistical relations
< a >f,and it is of some interest to examine the
related algebraic properties.Pioneering works on the Tf(a,/ 3 ) = <a 3 >f - <& >f< j3 >f
filtering algebra applied to turbulence are the pa-
pers of Kampi de Firiet (1957) and Rota (1960),but rf(a, /3, Y) = < '/3t >f - < a >f Tf (P, 7)

their studies were mainly directed to the analysis - < 3 >! fj(-, a)- < -, >f rf(a,/3)
of the Reynolds operators, provided with the well - < a >f< )3 >< 7 >f
known propetties . ....... (6)

< a < ]3 >f>f=< a >f< i >f (1) The genera.:zed central moments of the second or-

<< a >f>f=< a >f (2) der related to the Cartesian velocity components

The LES operators are not Reynolds operators,and u,uj

in general the mean value of the mean value is not 'r"(u,, uj) =< Uiuj >f - < Ui >f< Uj >f

equal to the mean value.The analysis of the alge- will be in particular called generalized turbulent stres-
braic properties of the non-Reynolds operators has ses,and we notice that in the case that F is a sta-
been conducted on the same basis of the statistical tistical Reynolds operator they reduce to the well
approach,and in particular the well known procedure known expressions
of decomposing a turbulent quantity in a mean va- ry (a,) = < a'/O' >f
lue and a fluctuation was adopted

a =< a >f +a' (3) rf(a,/3,y) = <a'3'y' >f (7)
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If we now assume that F is commuting with the and T,,k is the generalized central moment of the
space and ,ime derivatives.and if we derive from third order
the Navier-Stokes equations the evolutionary equa-
tions for the generalized central momentsthe result 7tjk = UiUjUk - UiTjk - Uj'ki - Ukrij - U:Ujik

is very simple and surprising at the same time.In (15)

terms of the generalized central moments the filte- We notice that the contracted form of Eq.(13) gives
red equations are exactly the Reynolds equations, the equation
so that the algebraic structure of the closure is
the same for every linear commuting filter. This OK OK 02 K 1 1 1

is what we call the averaging invariance of the tur- _-5t + i"5Xk = Va + 2Pkk + iDkk - Ek

bulent equations. (16)
where K,the generalized turbulent energyis given

THE RESOLVED TURBULENCE AND by
THE RESOLVED TURBULENT STRES-
SES and the turbulent energy production P is given by

1
Let us now indicate as usual the average with an P =Pkk = -rkgk (18)
overline.The averaged equations for a turbulent in-
compressible flow are given by the expressions It is easy to see that in terms of these quantities the

algebraic structure of the closure is the same,and
0u = (8) the basic ingredients of turbulence modeling can
axcj be generally applied to different filters.In particu-

lar the Smagorinsky (1963) model, based on a ba-
Ou-, + r, 0 , J (9) lance between production and dissipationcan be al-
-t 'Oxj O.7"3  Oxj ways adopted,provided that we express everything

in terms of the particular filtered quantities.This

= -Pj- + 2v§,j (10) averaging invariance suggests a large insensitivity

of turbulence modeling to the particular implicit or
where explicit filter used,and a largely independent alge-

" = +F, (11) braic structure of the closureso that the more im-
2 xi Ox, portant parameter in turbulence modelling remains

The generalized turbulent stress ri, is given by the the scale.In the large eddy simulation of turbulent
expression flows the scale can be changed by changing the

TV = u, IUi- Uit L (12) level of the numerical resolution,so that it could

and the evolutionary equations are given by be appealing to recur to multi-level modelling in

OT1j 2 aT 2T which different scales are introduced. Usually the

+ Uiik = V + P + , + Ou - E multi-level procedures are based on spectral split-
-t + x k  O9xkOXk (13 ting operatorsTchen (1973), Schiestel (1987).and

(13) the term split spectrum closures has been also intro-
where duced,Laurider (1989).Also in this case the appro-

0iu Oiij ach of the present author is slightly different.If we
Pj = -Tiko" - rjkiXk consider the attitude of a numerical experimenter in

= 2(Fy - p 9,j) turbulence,we notice that he is more interested to
the comparison between different numerical repre-
sentations at two different numerical levels than toDu2v uN u , OU the decomposition in fluctuations that by definition

xjx Oxk Xk are unresolved and out of reach.In other words the

Dij = adijk LES of the turbulent flows is based on the fact that
CX_ a new physical scale introduced in the problem is

the grid scale,and from this point of view a possible
di3k = -{fTk + (T - P ui)bik + (prn - ij)6 jk} LES multi-level procedure c, jId be based on two

(14) different computations at two different levels with
wo different length scales and on the comparison of
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the results.Obviously to conduct two different LES field.We notice that till now it has not been neces-
computations at the same time is not so simple,so sary to assume a particular form for the filtering ope-
that something different could be excogitated.lf we rator F. This point deserves some comments,and
are convinced that the generalized turbulent stresses first of all we notice that our algebraic or operatio-
are really the more natural and physical extension of nal approach formally applies to all linear operators
the Reynolds stresses,we could introduce an expli- that commute with the space and time derivatives.
cit test filter G and extract from the resolved scale The statistical operator,the infinite time average
new similar and homogeneous quantitiesthe resol- 1 t+ t
ved turbulent stresses in order to test the resulved < Ui (o) >= TT lim 1 -T ui (:, t') dt' (22)
turbulence. For example we can extract from the
resolved scale the resolved turbulent stresses given
by the relation < u, (, t; T) >= TJt-T (, t') dr' (23)

rg(< , >f, < IJ> = << U, >1< Uj >f>g the box average
- < U > fg< U j >fg < X+ 1 + j u i ( t) d 3

(11) u t ;,( ,tl) >=-3 J J-,

or the resolved turbulent energy,or the resolved pro- (24)
duction, or the resolved dissipation,or anything that are typical examples.Sharp cut-off filters in the spec-
we would like to test.The use that we can do of tral space, volume averagesGaussian filters
these quantities is till now undefined,but a simple < ui (1, t; 1) > -

algebraic identity provides us with some useful infor- -1-
mation about the physical meaning of the resolved f d (F' t') ' ye- ';l1 d3'Pdt' (25)

quantities.Let us indicate with FG the new level where
that we reach by applying to the F-level the test
filter G.It is ea-" to see that,Germano (1990), C

Tfg(U, U,) ( <. I(u,, 11) >g +Tg(< Ui >f, < U3 >f)

(20) have been prcposed and used in the past and belong

The physical meaning of this algebraic relation is to the category of filters considered in this paper,
very simple: the turbulent stress at the FG-level and also a numerical discretization is by itself an

implicit filter provided with generally unknown pro-
rfg(Ui, u3 ) = < u~u2 >fg - < u, >fg< u2 >(g perties,Regallo & Moin (1984). As a consequence

(21) the discussion is about prefiltering explicitly or not

is equal to the G-averageo value of the turbulent the equations,in order to remove or not the inde-
stress at the F-level plus the resolved turbulent terminacy of the numerical discretization.ln our opi-
stress 79(< ui >f, < uj >f) extracted from the nion the algebraic properties of an homogeneous di-
resolved level F.We notice that this stress can be scretization schemean implicit filter,are largely the
explicitly calculated in a Large Eddy Simulation,ana same of an explicit filter.Owing to the averaging
in the following the possible use of this algebraic invariance we think that there is a large insensiti-
property in subgrid modelling is discussed. vity of the results to the real filter applied,and that

the most important point is its scale and not its
THE INTERACTIVE USE OF THE RE- particular explicit or implicit shape.ln order to use
SOLVED TURBULENCE IN SGS MODE- such strong dipendence on scales,a simple multi-
LING level application of the algebraic identity (20) to

SGS modeling is exposed in the following. The sim-
This new approach represents in the opinion of the plest SGS parameterization of the unresolved tur-
author a simple way to study the turbulence at dif- bulent stress r(uj, uj) is given by the Smagorinsky
ferent levels and to explore the similarity between model in which it is assumed that the turbulent dis-
them.In particular the analysis of the resolved tur- sipation is in equilibrium with the turbulent produc-
bulence at the resolved scale in a LES computation tion.The Smagorinsky model is functionally expres-
based on the resolved turbulent stresses can be a sed in terms of the implicitly or explicitly resolved
useful tool for improving and adapting in an inte- F-scale < ui >f and of its cha,'acteristic length
ractive way the SGS model to the real turbulent scale l and it contains a universal constant cs
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that unfortunately is not so universal and constant proposed by the authcr,Germano (1990}, at the 1990

as one would like. Evidence exists,Rogallo & Moin Summer Program of the Center for Turbulence Re-

(1984),that the Smagorinsky constant decreases in search and the interaction theory-computation, Ger-

the presence of mean shear, where the large scale mano et al. (1990),has greatly improved this sugge-

mean velocity gradient is probably overestimated sted procedure as follows.It was clear from the first

and it must be supplemented at the wall by em- numerical results that the dependence on time of the

pirical wall functions. In order to extend the range Smagorinsky constant should be eliminated.Such de-

of application of the Smagorinsky model we can im- pendence can be eliminated by a time average or a

prove the consistency of the model with the results space average if some simmetry plane for the turbu-

that are obtained and to adjust in real time the mo- lence exists and in the case of homogeneous turbu-

del to them.In doing that we can use the algebraic lence a volume average could be the best choice,Moin

relation (20).If we indicate symbolically with et al. (1991). We notice that the model depends
only on the ratio of the filter lengths lfg/lf,and

,(< al >f, < UI >f; if, CS) Tfj(u, IJ) it goes to zero with the resolved turbulent stress

the functional expression of the Smagorinsky model 9T(< it: >f, < Ili >f),so that it is able to recognizeat the F-level and with when the flow is laminar at the resolved level. The
optimal size of the ratio lfg/l I is not so critical,Moin

,1I(< it, >f"' < I, >fg; IA, CS) ru u" , ) et al.,and a good choice is 2. This model was im-
plemented by applying explicit spectal cut-offs fil-the corresponding expression at the FG-level~we can tr n twstse roib sn h N

conistittil rit onthebass o th alebric e- ters and it was tested a prori by using the DNS
colsstio tln write on the basis of the algebraic re- database of Kim,Moin & Moser (1987) for turbu-

lation (20) lent channel flow and that of Zang,Gilbert & Kleiser

I(< III >f, < U >f; If ,CS) = (1990) for transitional flow.In order to determine its
< < , < It) >/;If.cs) >g + accuracy it was also tested a posteriori in the LES

u it, >f , 1 >~li~ >f) +of transitional and fully developed turbulent chan-

9 (< ii, >1, <z 1 >f) nel flow.The results are in satisfactory agreement

(27) with the direct simulation data and the model has

and the more consistent and appropriate Smago- been recently extended by Moin et al. (1991) to
rinsky constant cs can be derived. We notice that the compressible turbulence with excellent results.
the constant c,,; so calculated depends on the posi-
tionthe time and the indices t,j,so that it is not a

constant at all As regards the depenidernce on the
indices i,j a scalar procedure should probably only CONCLUSIONS
pretend that the turbulent energy production P9fg at
the FG-level The algebraic identity (20) that relates the genera-

lized turbulent stresses at two different level with
,Ph9 = -Tfg(lt,,ltj) < s,, >f the resolved turbulent stress can be interpreted in

is consistent with the resolved sample.;n this case two different ways.It can be seen as a consistency

we can apply the algebraic identity (20) in the con- rule that in some way or another can be introdu-

tracted form ced and used in the turbulence modeling and it can
be read as a similarity rule between the turbulence

Tfg(u,, it3 ) < -l >f extracted by the resolved level and the turbulence
< -rf(u, It) >g< S') >fg + at two other different levels Both these interpre-

79(< 1, >f, < Ili >f) < Sv >fg tations can suggest different uses,and the LES re-
(28) suits obtained with the dynamic Smagorinsky mo-

del giv confidence on useful applications.We notice
so that we can write that these results have been produced in the frame-

Il(< u >f!,.< It >fg; lfg,CS) < Il >f, work of a new opcratorial approach to the study

< 1(< a, >f,< It3 >f; If, cs) >g<. s >fg + of turbulence that extends the Reynolds theory and

7(< it, >f, < IJ >f) < s u >fg in some sense is a first step towards a general the-
(29) ory that should go from the direct to the statistical

approach.The author is actively involved in such a

and a local isohopic value of the Smagorinsky con- program since some years,and it is a particular plea-

stant can be obtained This particular model was sure to acknowledge here the Center for Turbulence
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STOCHASTIC BACKSCATTER IN THE NEAR WALL

REGION OF LARGE-EDDY SIMULATIONS

P.J.Mason and D.J.Thomson

U.K. Meteorological Office, London Road, Bracknell,
Berkshire RG12 2SZ, United Kingdom

The modelling of the near surface ;egion differs
ABSTRACT considerably from the modelling of thc flow interior.,

In most large-eddy simulations the mesh spacing par-
The ability of a large-eddy simulation to repre- allel to surface is constant with distance from the

sent the large-scale motions in the interior of a tur- boundary whilst the mesh is usually refined in the
bulent flow is well established but concerns remain vertical near the surface. This refinement does not
for the behaviour close to rigid surfaces. With the allow the resolution of the truly three-dimensional
exception of low Reynolds number flows, the large- motions which occur on a decreasing scale as the sur-
eddy description in the flow interior must be matched face is approached, but is essential to allow a proper
to some description of the flow near the surface in resolution of quasi-two-dimensional motions which
which all except the larger scale 'inactive' motions occur near the surface and which derive from the
are averaged. This near surface region should be 'interior' eddies. The limit to model representation
characterised by the usual logarithmic velocity pro- of three-dimensional motions is set by the resoluiion
file, but past simulations have failed to give this parallel to the boundary. The subgrid model and/or
profile in the matching region. An obvious failing boundary conditions near the surface thus need to
of the Smagorinsky model is its failure to represent represent the near-surface eddies whose scale varies
stochastic subgrid stress variations. It is shown here in proportion to distance from the surface. On the
thai including these variations leads to a marked im- one hand this can be expected to be difficult as, in
provement in the velocity profile. contrast to the flow interior, it involves the main pro-

duction scales. On the other hand there are some

INTRODUCTION encouraging factors. At these heights there is a local
balance between the ensemble-average turbulence

In most turbulent flows the transports of heat and energy production and dissipatioi. Near the surface,

momentum are dominated by large-scale motions the characteristic scale of the turbulent motions be-

whose properties depend on some integral character- comes smaller than the scale of the numerical mesh

istics of the flow. As a result, time-average closure parallel to the surface, and, with this implied vol-
ume averaging, there is some hope of the subgrid

techniques which depend on local mean gradients
are often inadequate, whilst large-eddy simulations stresses becoming deterministic functions of the re-

offer the potential for accurate predictions. A large- salved velocity as the surface is approiched. The
eddy simulation involves calculating the large-scale gravest difficulties can be anticipated to be at theturbulent motions explicitly with a three-dimensional 'matching' height where the magnitudes of the re-numerical model whilst the smaller scale motions solved and subgrid stresses are comparable. At this
are parametrised. Away from boundaries and sig- height the worst of everything prevails. The subgrid

nificant statically stable stratification, this approach stresses are large and would be expected to have
seems both rational and is in practice insensitive statistical fluctuations.
to the details of the parametrisation of small-scale
motions. The rationality arises when the distinc- In this study we examined a typical simulation
tion between the large-scale (resolved-scale) and with a Smagorinsky subgrid model. In common with
parametrised motions (subgrid-scale) falls within an other such simulations, the simulation fails to main-
inertial subrange. In such cases theory and re- tain the correct logarithmic velocity profile in the
suits from applications suggest that a simple eddy matching region, the velocity gradients in this re-

viscosity may provide an adequate parametrisation gion being too great. A series of simulations with

(subgrid-scale model), varying resolution and different near-surface mixing-
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length descriptions were conducted to try to improve 1000m. In order to provide high spatial resolution
the flow profile in the matching region. No adequate of the eddies critical in determining the lower part
solution to the difficulties was tound. Some further of the boundary layer, the length of the domain has
simulations were then conducted with a stochas- been limited to 1000m and the width to 600m. This
tic subgrid model to represent the non-deterministic will clearly cause the loss of significant larger-scale
character of the subgrid stresses. The results ob- eddies and this must be noted in considering the re-
tained show a marked improvement in the near-wall suits. The number of mesh p,ints used are 54 x
mean velocity and temperature profiles. 54 x 64 so that relative to the planetary boundary

layer simulation the resolution has been increased
MODEL DESCRIPTION by a factor of about 4 in all three directions. In

the interior of the flow Az is 19m, with most of the

The large eddy simulation technique used in the mesh refinement occurring below 200m. The vari-

present study is fairly standard and is based on the ous simulations used values of 1u varying from 2m

Smagorinsky (1963) subgrid model with the subgrid to 5m, corresponding to values of C, (based on the

Prandtl number, Pr, taken to be 0.7. In the interior grid spacing in the interior) between about 0.13 and

of the flow the subgrid mixincr-length I is set equal 0.32.

to a constant 1, which, according to the theoretical
arguments of Lilly (1967), we may relate to a filter SMAGORINSKY MODEL RESULTS
scale Ij by If = 10/C1 , where Cj is about 0.2. Near
the wall I must vary as K(z + zo), where r. is von We first consider the neutral static stability plan-
Karman's constant and zo is the roughnes.. length, etary boundary layer simulation with the standard
in order to provide the correct behaviour near the Smagorinsky subgrid model and a mixing-length pro-
surface. In the matching region between the near- file given by Eq. (1) with n = 2. Fig. 1 shows the
surface region and the interior we shall consider sim- vertical profiles of non-dimensional velocity siear S,
pie but arbitrary matches such as and passive scalar gradient Se in the lowest third of

1/P' = 1/11 + 1/(K.(z + 20)) (1) the boundary layer, where S, and So are defined by

where n is a constant. +" + o + )zo

In this study the simulations are confined to two

flows in which a logarithmic velocity profile is ex- and
pected. The first flow considered is a neutral static o00 (z + Zo )
stability planetary boundary layer with a passive S K = z O.Pr
scalar whose source is a constant surface flux. The
specific parameters selected are a surface roughness Here it. is the friction velocity and 6, = -Ho/Ur.
length zo of 0.1m and geostrophic wind Ug of These quantities should take a value of unity within

10ms-,. with a domain depth of 1200m, a domain the stdict near-surface logarithmic layer. For furtherlength in the a direction of 3200m1and a lateral do- reference the non-dimensional shear obtained from a

main width of 1600m. The lateral boundaries are mixing-length solution of the channel flow problem

periodic. The number of grid points used is 40 x described above is also shown (the channel and plan-

40 x 24 in the x,y and z directions. The z direc- etary boundary layer flows are of course expected to

tion mesh has a variable spacing with smaller grid be very similar near the surface) with the mixing-
intervals close to the surface. The value of to used length given by

is lOm and V, (the ratio of to to the grid spacing) 1 1 1
has a value of about 0.2 in the lower third of the do- Z zo) +  (2)
main but decreases to about 0.15 close to the upper (

boundary. and I, = 80m. This mixing-length solution is shown

to illustrate what might be considered an accept-
The second flow considered is very similar but able variation of non-dimensional shear within the

lacks the small complicating influence of the Corio- nominally logarithmic region. The simulation results
lis force. The flow considered is turbulent flow in a show, for both the velocity and scalar profiles, a ve-
horizontally infinite channel with a stress-free (but vere error. The non-dimensional shear shows a max-
rigid) upper surface and constant imposed pressure imum value of about 2 at a height of order the char-
gradient. The lower rigid non-slip surface is assumed acteristic height of the matching region. Such errors
rough with the same value of zo as used in the plan- are we believe detectable in all past high Reynolds
etary boundary layer case. The channel depth is number simulations of comparable boundary layers.
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Noting that the shear stress profile is forced by it occur, is reduced, and the size of error is also
momentum budget considerations to be realistic we slightly reduced. h. consequence of these quanti-
can comment on what features of the simulation may tative changes the solution is more satisfactory but
have caused the problem. The most trivial cause hie error remains substantial, Velocity profiles B, C,
would be too small a value of subgrid-scale mixing- D, E, F and G show the consequence of varying the
length in the matching region. If the resolved mo- mixing-length profile and the filter scale with fixed
tions remain unchanged then a correct velocity pro- mesh spacing. These changes alter the height scale
file must be obtainable by use of a suitable value of the error but none produce a marked improve-
of mixing-length. The other cause might be the re- ment. These tests suggest that perhaps no mixing-
solved motions. Two not entirely separate changes length variation with height would be satisfactory.
to the resolved motions might resolve the problem. 300

Firstly an increase in the resolved WE would cause
the subgrid part of 19 to reduce and hence would
reduce the mean velocity gradient. Alternatively an
increase in the size of the resolved motion defor- 200

mation would, for fixed subgrid mixing-length andA B C D E F G
mean velocity gradient, lead to an increased subgrid z(rn)
shear stress. However, because the shear stress pro-
file is forced to be realistic, the subgrid stress cannot
increase and so the mean velocity gradient would de- 100

crease.. Similar considerations apply to the passive
scalar gradients.

300 - - - '- "--I

0 1 0 1 0 1 0 1 0 1 0 1 0 1 2

Fig. 2: Profiles of the non-dimensional shear from simulations
200 of flow in a free surface channel (without backscatter). Only

Eq. (2) ,s the lower part of the domain is shown. Profile B is from a

z(1n) simulation with to = 2m and n = 1 in Eq. (1). Profile C
is from a simulation with 1o = 3m and n = 1. Profile D
is from a simulation with 10 = 3m and it = 2. Profile E is

100 " from a simulation with 1o = 3m and with I = (z + zo)/[1 +
1 3 /(6 + 1)]1/2, where h = t( + zo)/Io, replacing Eq. (1).

This mixing-length profile was chosen by estimating the profile

which would correct profile D, assuming that the resolved
0 ,stress remained the same. Profile F is from a simulation with

0 1 2 3 0 1 2 3 0 1 2 3 4 to = 5m and i = 2. Profile G is from a simulation with

Fig 1- Profiles of the non-dimensional shear and passive 10 = 5m and n = oo. Profile A is the non-dimensional shear

scalar gradient in the planetary boundary layer simulation obtained from a mixing-length solution with the mixing-length

without backscatter Only the lower part of the domain is given by Eq. (2)

shown Also shown is the non-dimensional shear obtained
from a mixing-length solution with the mixing-length given In the matching region the simulation seems to
by Eq (2). lack resolved stress. A possible cause of this prob-

!em is the neglect of statistical fluctuations in sub-
In order to investigate this problem a series of grid stress. Fluctuations in subgrid stress will scat-

simulations of infinite Reynolds number turbulent ter energy from the subgrid scales to the resolved
flow in a free surface channel flow were conducted scales. This process is further likely to be of max-
as described above. The first question to address imum importance precisely in the matching region
is whether the error will vanish as the resolution in- where the subgrid stresses are large but the subgrid
creases. Profile D in Fig. 2 is from a simulation length scale is still comparable with the scale of the
with the same shape for the profile of I as used with filter operation.
the planetary boundary layer simulation but the fil-
ter scale and mesh spaci-gs are a factor of about 3 THE BACKSCATTER MODEL
to 4 smaller. The velocity profile shows a qualita-
tively similar error but the height scale over which It has long been recognised that subgrid-scale
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stresses should have stochastic fluctuations and that completeness; however, as a result of the passivity

these fluctuations lead to a backscatter of energy and linearity of the scalar, this has no influence on

from the subgrid sca!es (e.g. Leslie and Quarini the mean profiles.

1979, Kraichnan 1976). We can consider the ve-
locity field as divided into a resolved part (u) and An estimate of C1B can be made using EDQNM
a subgrid part u - (u) with the subgrid part giving theory (Chasnov 1991). Using the backscatter ex-
rise to the subgrid stresses. A deterministic subgrid pressions in Chasnov (1991' a value of C13 = 1.4 is
model (such as the Smagorinsky model) relates such obtained for an infinite inertial subrange (Chasnov
subgrid stresses to the gradients of the resolved (u), private communication). In this study C0 is found
(v) and (w) fields. If we consider that the subgrid- to have profound effects and we are able to see what
scale eddies have a characteristic length scale I and value of C'U gives the best results. As noted helow,
characteristic time scale T, then, from consideration a value of about 1.4, when used with n = 2 in Eq.
of the statistics of forming the average stress over a (1), is found to be optimal. Owing to the various
volume of scale l from eddies of scale 1, the variance assumption in the implementation this empirically
of the stress (for a fixed resolved velocity field) will, determined value should not be considered precise.
for I < lj, be proportional to (l/l 1) u,, where u.1 We are however tncouraged by 'he evidence that CB
is a local subgrid turbulent velocity scale. Also, if I is of order unity and in agreement with Chasnov's
is of order 11 we expect the stress variance to be of value.
order uji. In both cases the stress will vary on a time
scale T. Based on these ideas we assume a stress RESULTS OBTAINED WITH BACKSCATTER
variance o-'i.r . o (1/11) 3u,' and a consequent rate
of energy backscatter given by The backscatter model described above has been

Tc,,T u'T. applied in simulations of the neutral static stability

12 o 4 planetary boundary layer. Fig. 3 shows the result-
ing vertical profiles of non-dimensional velocity shear

Noting that T oc 1/u., and that the dissipation E is and passive scalar gradient for n = 2 and CB1 = 1.4.
proportional to ut,/l, we obtain an energy backscat- They can be compared with ihe profiles in Fig. 1
ter rate obtained without backscatter. The simulation with

CL - "  backscatter has a realistic velocity profile. The scalar
profile is also very much improved and we note the

Here CU is a constant which is expected to be of possibility that an accurate profile might require the

order unity. Prandtl number in the subgrid model to vary in the
matching region.

Considering the application of the filter operation 300 ---------

to a turbulent flow, it is physicaliy clear that if the fil-
ter is applied to widely separated flow volumes then
the volues of subgrid stress fluctuations will be un-
correlated. If however we consider points closer in 200
space than the filter scale, the subgrid stress flurctu- 200j (2 -s

ations will be correlated. We therefore have a ran-
dom stress field varying on the filter scale. On scales z(u)
greater than the filter scale the random stress val-
ues imply an energy backscatter with a kV spectrum 100
in accord with theoretical expectations (Kraichnan
1976).

In implementing the backscatter, we follow Leith
(1990). Instead of introducing random stresses we 0 123 0123 0123

adopt a random forcing derived from a vector poten-

tial. The spatial spectrum of the potential is white Fig. 3. Profiles of the non-dimensional shear and passive

on scales greater than the filter scale leading to the scalar gradient in the planetary boundary layer simulation with

desired k spectrum of the energy backscatter. The backscatter. Only the lower part of the domain is shown. Also

random stresses are uncorrelated from one time-step shown Is the non-dimensional shear obtained from a mixing-

to the next and have a magnitude chosen to en- length solution with the mixing-length given by Eq. (2).

sure that the rate of energy backscatter is correct.
Backscatter of scalar variance was also included for In the simulation without backscatter the sur-
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face stress ur has a value of 0.141 (Geostrophic Smagorinsky J. 1963 General circulation experiments
drag coefficient CG = 1.41 x 10- 3) whilst with with the primitive equations: 1. The basic ex-
backscatter the surface stress increases to 0.189 periment. Mon. Weathe- Rev., 91, 99-164.
(Cc; = 1.8 x 10-:1). This latter value is in better
agreei.aent with observations, with the Rossby num-
ber similarity coefficients estimated by Grant (1986)
suggesting a value of C(; = 2.0 x 10-:1 (Grant 1986)
for these conditions. We note the limited resolution
used in the present study and do not seek detailed
comparison with planetary boundary layer data.

The conclusion here is that the backscatter has
had entirely beneficial effects. Other flow statistics
either show little modification or are improved. It is
perhaps especially significant that the velocity gra-
dient problem did not improve significantly with in-
creased resolution. Without remedy, this problem
would seriously impair the value of high Reynolds
number simulations. The success of the backscatter
model gives hope that the optimism concerning the
many future applications of large-eddy simulation is
well founded.

Future high resolution studies should allow more
careful refinement of the stochastic model. In partic-
ular it would seem desirable to quantify the backscat-
ter process by analysis of high resolution velocity
fields ;n either direct or large-eddy simulations.

REFERENCES

Chasnov J.R. 1991 Simulation of the Kolmogorov
inertial subrange using an improved subgrid
model. Phys. Fluids, A3, 188-200.

Grant A.L.M. 1986 Observations of boundary layer
structure made during the KONTUR experi-
ment. Q. J. R. Meteorol. Soc., 112, 825-841.

Kraichnan R.H. 1976 Eddy viscosity in two and
three-dimensions. J. Atmos., Sci., 33, 1521-
1536.

Leith C.E. 1990 Stochastic backscatter in a subgrid-
scale model: Plane shear mixing layer. Phys.
Fluids, A2, 297-299.

Leslie D.C. and Quarini G.L. 1979 The application of
turbulence theory to the formulation of subgrid
modelling procedures. J. Fluid Mech., 91, 65-
91.

Lilly D.K. 1967 The representation of small-scale
turbulence in numerical simulation experiments.
Proc. Tenth IBM Scientific Computing Symp.
on Environmental Sciences, Thomas J. Wat-
son Research Center, Yorktown Heights, 195-
210.

19-2-5



TURBULENT SHEAR FLOWS 19-3
Technical University of Munich
September 9-! 1,, 1991

LARGE EDDY SIMULATION OF

FULLY-DEVELOPED TURBULENT PIPE FLOW

F. Unger and R. Friedrich

Lehrstuhl ffir Fluidmechanik
Technische Universiti.t Miinchen, Germany

ABSTRACT treated with finite difference techniques like the present pro-
fully-developed, statistically vided a proper way is found to take care of the singularity on

An investigation of theruleloed, stait the axis. The studies of Orszag & Patera (1983) and Priy-stationai y, axisynmnetrnc' turbulent flow thi ough straight mk ohetesy iai 18)aelk enr

circular pipes is presented using the large eddy simulation mak, Rozhdestvensky & Simakin (1982) are like Leonard &
(LES) technique. This flow offers the simplicity of inhomo- Wray's work direct simulations at very low Reynolds num-ber.
geneity of the mean quantities in one direction only. The We do not know of any numerical investigation of the
simulation is done in a cylindrical coordinate system. Spe- instantaneous high Reynolds number flow field in a straight
cial attention is paid to the singularity at the pipe center pipe. To our knowledge the present paper presents the first
line. To verify the quality of the simulations, statistical large eddy simulation of such a flow.
results for high Reynolds number are compared with ex- large e smlono schans w.

prnetldata of Lauifer (1954), Lawn (1971) and Perry In the following sections we discuss the filtered equa-
peimental daf utions and the sub rid scale model, the integration technique
& Abell (1975) and good agreement is obtained. In addi- boundry
tioa the instantaneous turbulent flow field is visualized and along with bnoary and initial conditions. The results for

discussed. a global Reynolds number of 50000 comprise statistical as
well as instantaneous flow quantities.

NOMENCLATURE
C1, C2  constants of the SGS model BASIC EQUATIONS
D,0 deformation tensor The equations describing the resolvable (grid scale,
ESGS subgrid scale energy GS) flow quantities are derived from the integral conserva-
p pressure tion equations for mass and momentum applied to a finite
R, L pipe radius and length grid volume AV ('volume balance procedure', Schumann
R, global Reynolds number, Re = ut2R/v (1975)). The GS quantities are defined as a',erages over
Re, Reynolds number, Re, = u,.R/v the grid volume AV, or their corresponding surfaces AA.
udi, Ub, iU,. center line,bulk flow and friction velocity Using a cylindrical grid and staggering of variables the
V0, v, v,,, v velocity components filtered equations have the following non-dimensioizal form:
A length scale
AA 0  giid cell surface Mass:
AV grid volume
v, Vt.rb kinematic and turbulent viscosity

,P, r coordinate directions L (AAa-; f. ( +A./2) -AA.Vo 1(k.-At. /2)) = 0 ,
(longitudinal, circuniferentil, radial)

70$ shear stress tensor
bEd Kronecker symbol =(z, w, r), (1)
<0> statistical mean value

surface or volume averaged (GS) quantity Momentum:
deviation from grid scale quantity

oi (Reynolds) fluctuating quantity dt +

INTRODUCTION Z(AA# (, 7Tj + v'. "- + P 6, - -) (C;+A/2)
The fully-developed, statistically axisymmetric turbu- 1

lent flow through straight circular pipes has been the sLb-
ject of numerous investigations in the past which were most- - A# (-0 + v+ -V ) I(;-A/2))
ly of experimental nature. Some of these studies show - (Term) = 0, (2)
differences in the reported rms-turbulence level of up to
25% which are due to insufficient flow development length,
ill-conditioned hot-wire calibration method, inaccuracy in where ; describes the staggered position.
wall-distance measurement and several other factors. This (Term) , contains the additional cui vature terms:
is important to know when computa- ,nal results are judged
on the basis of such data. (Term), = 0,

One numerical study, namely that of Leonard & Wray AV
(1982), seems to us remarkable because it treats the singu- (Term), = - (-V- r - tvv' + - , (3)
larity on th. pipe axis in a rigorous manner and presents
a new numerical technique in which spectral expansions of
the velocity components in the azimuthal and streamowise (Term) , AV (.*2 + v + _ -
directions and global polynomials in the radial direction
are used. Tests have been performed for , Reynolds num- The shear stress is defined as
ber of 3000 corresponding to a flow regim -where interest-
ing transitional phenomena occur. One drawback of this 1 - uR
new method is its limitation to periodic flows which means .. "eDap, where Rer =!- (4)
that practical flow simulations like sudden expansions and Re V
contractions or vortical flow leading to breakdown cannot
be handled. Such complex flow situations may be suitably

19-3-1



The deformation tensor is determined from tile filtered ve- GEOMETRY AND FLOW PARAMETERS
locities, viz. The real counterpart of our numerical experiment is a

four diameter long section of a smooth pipe in which the
2 6.V7 ii + bz7' 6 v+,i +turbulent flow is fully developed The characteristic length

for nondimensionalization is the pipe radius R. In terms
3+F) rr(-r )+ r . (5) of R the computational domain has the size of 8x27rx1 in

the (z, V,, r)-cylindrical coordinate system and the Reynolds
J number based on Ur is Re,=1100. Using a 128x64x 16 grid.he minimal dimensionless distance to the wall is y+=34.

Grid and geometry are illustrated in figure 2. The chosen
6. iepresents a central finite difference operator Reynolds number is equivalent to a global Reyrolds number

The SGS stresses -, v, which are a result of the ye- of Re=50000, which corresponds to Laufer's (1954) exper-
locity decomposition into a GS part and a SGS part have iment. The grid is equidistant in the r, z-directions. Cells
to be expressed in terms of GS quantities. This is done by which are nearly 'isotropic' can be found at r=0.6. As a
using Smagorinsky's (1963) model: result of the flat cells near the center line, stability requiie-

ments impose a very small time step At=5.10 - 4. The whole
)- simulation takes 90 characteristic times To=L/ub, time av-

eraging starts after 36T0 and correlations have built up after
S2 -D2 56T 0. Such a simulation takes about 10 CPU-hours on a

Viurb = 2i(lx, CA) (7) CRAY-YMP.

= 0.14 -- 0.08r2 - 0.06r 4 Nikuradse (1932) (8) RESULTS
C1 = 0.1 Deardorf (1971) There are many ways to extract information from LES

The length scale A is calculated from the mesh size Near data. First of all we like to look at the behaviour of sta-
the wall the mixing length l,,, replaces the value for C1 A tistical flow quantities, because they allow for comparisons
in the case of coarse grids. We have tested two different with experimental results. This is done in the first part of
formulas for A, which show significant differences near the this section. In the second part we investigate and visual-
center line- ize instantaneous flow quantities, the formation of typical

flow structures and examine their behaviour at critical po-
A = Al,,'3 = (rArni /3 sitions such as the pipe center line. Results of the first part

(9) give us confidence in the quantitative accuracy of the shape
(rA,/ )+ + and dynamics of large scale structures treated in the second

A = V (At 2  (Az)2  (10) part.3

The first expression, (9) is due to Deardorff (1971) Ema- Part 1: Statistical quantities
ploying this, the length scale A vaiishes at the axis. This
leads to an eddy viscosity which is also zero in this region.Sce the mean flow is homogeneous in the circumfer-Tle second expression, 10) is taken from Bardma, Ferzger ential and longitudinal directions there is only one nonzero

& Reynolds (1980) and pioduces a finite value for the length mean velocity component, v.. Figure 3 shows tle radial
scale at the axis giving a more physically realistic non-zen, distribution of v. non-dimensionalized with the mean cen-
value for the eddy viscosity F:gures la,b compare these terline velocity in comparison with data of Laufer (1954).
length scales and show their influence on the time ave raged The difference between the simulation and the experimenteddy viscosity near the pipe wall are due to the small number of grid

points in radial direction Recall that the pipe radius is
divided into 16 cells only. Finer grids would of course do a

NUMERICAL MODEL & BOUNDARY CONDITIONS better job in resolving the steep near wall gradients, they

The momentum equations are integrated m time oIi a are, however, more expensive. The logarithmic represen-
staggeied grid using a second-order leapfrog scheme. The tation of v, in terms of u,, in figure 4 reflects this lack
use of Chorin's (1968) lojection method leads to a Pois- of resolution, in the fist grid point at least. The dashed
son equation for the pressure which is solved with direct line marks Coles' (1968) logarithmic law and triangles cor-
methods Fast Fourier transformation in axial and circum- respond to experimental data of Perry & Abell (1975) at a
ferential directions reduces the 3D problem to a set of ID global Reynolds number of 78.10'. The rnis-values of the
Helmholtz problems which are solved in parallel with a tri- three velocity components are compared with exper:inents
diagonal-matrix algorithm. The use of Fourier transform in figure 5. The computed profiles contain a resolved (GS)
implies periodic boundary conditions in the streamwise and part and a subgrid scale (SGS) part according to the defi-
the circumferential directions. Resolution restrictions re- nition
quire special formulations for the wall boundary conditions
According to Schumann (1975) the wall shear stress comnpo- 2
nents are in phase with the tangential velocity compoients. vRUfs = < 1), > +.Ess. (11)

In the model for the circumferential stress a Iiodincation +3

proposed by Piomelli et al (1989) is adopted which replaces VE2SS

the proportionality factor by that computed for the stream- EsGs = ,, (12)
wise direction. At the pipe center line no boundary condi- (C 2A)

2  (

tions are needed in the present finite volume formulation. C2 = 0.094 Deardorff (1971).
Since the grid surface AA. goes to zero the momentum and
mass flux is zero too. The first mesh volume needs some Our result for the longitudinal component lies within the
special treatment only due to the staggered grid which is bandwith of experimental error. The low level of Laufer's
used to integrate tle momentum equations. Minor approx- data is discussed in Perry & Abell's (1975) paper. The
im'i'ons become necessary in the diffusion terms in which Obviously too low level of the fluctuations computed near
variables must be specified at positions where they are not the centerline can most likely be attributed to the flat grid
defined, cells there. Otherwise the LES performs well and leads

For the very first simulation initial values for the veloc- to good agreement with the experiment. The total shear
ity field have to be specified. This is done by adding random stkess in figure 6 consists of a GS-part (solid line), a SGS-
velocity fluctuations to empirical mean flow distributions, part (dashed) and a viscous part (dashed-dotted) and shows
The latter are specified by setting < - > and < V, > to the analytically expected linear shape. Figure 7 presents
zero, < V7 > is calculated according to a power law. The the (vr, v.)-correlation coefficient which reflects very good
fluctuations are Gaussian random numbers which are nor- agreement with Laufer's experiment. An often measured
malized to one, weighted with experimental rms-values and and very sensit;ve quantity is the longitudinal power spec-
made divergence free by aprlying the Poisson solver once. trum of the three fluctuating velocity components. Figures
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8a,b compare spectra measured by Lawn (1971) with our PERRY,A.E. & ABELL,C.J. 1975 Scaling laws for pipe-
LES data at two different radial positions. The agreement flow turbulence. J.Fluid Mech., 67, part 2, 257-271.
is good at low and moderate wave numbers. The steep PIOMELLI,U., FERZIGER,J., MOIN,P. & KIM,J. 1989
fall-off of the spectra for higher wave numbers at position New approximate boundary conditions for large-eddy
r/R=0.35 may be due to the decrease in two cell surfaces simulations of wl-bounded flow. Phys. Fluids A, 1,
for r-*0. Our aim in the future is to improve on that using 1061-1068.
different grid systems. PRIYMAK,V.G., ROZHDESTVENSKY,V.L. & SIMA-

KIN,I.N. 1982 Turbulent flow instabilities in channels
Part 2: Instantaneous flow quantities an pipes. Fluid Mechanics-Soviet Research, 16, 6.

In figure 9abc the three velocity components reveal SCHUMANN,U. 1975 Subgrid scale model for finite differ-
their own typical flow structure. The longitudinal veloc- ence simulations of turbulent flowi in plane channels
ity represented in figure 9a is the only component with a and annuli. J.Comp. Phys.18, 376-404.
nonzero mean velocity implying steep gradients near the SMAGORINSKY,J.S. 1963 General circulation experiments
pipe wall. It produces very elongated structures without with the primitive equations. Mon. Weather Rev. 91,
especially remarkable features. The ve-component in fig- 99-164.
ure 9b on the other hand is organized in large scale struc-
tures having a typical ;nclination angle with respect to the
wall. Figure 9c illustiates the spotty character of the vr- FIGURES
component. It can be observed from all the three velocity
components that the near wall region is dominated by high
intensity fluctuations whereas the region near the center-
line shows only weak fluctuations. This is confirmed by the
fluctuating velocities in a plane perpendicular to the axis in
figure 10ab. Instead of v" and v" the cartesian components
v" and v" are plotted. Special attention should be given to __

the centerline region. The figures do not show any obvious
artificial influence of the axis, i.e. large scale structures are

free to cross the axis. A snapshot of fluctuating velocity - Deardorff (1971)
vectors in figure 11 demonstrates the possibility for such - - Bardina et al (1980)
crossings. Finally a perspecuve view of the contour surface
of the instantaneous longitudinal velocity is presented in
figure 12 for vt=0.95ucj. The highly rugged surface gives
an impression of the ongoing dynamics. - ---

CONCLUSIONS 4

The presented data of fully-developed pipe flow at high
Reynolds numbers demonstrate that cylindrical coordinates 2
can be quite successfully used in large-eddy simulations and
provide good agreement with experimental results. Never-
theless improvements should be made in the near future
avoiding too elongated mesh cells and thus too strong re-
strictions in the Courant numbers. Further work is going 0..
on in this direction. r1R
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LARGE-EDDY SIMULATION OF TURBULENT FLOW
OVER AND AROUND A CUBE IN A PLATE CHANNEL

H. Werner and H. Wengle +

Institut ffir Str6mungsmechanik und Aerodynamik
Universitait der Bundeswehr Miinchen, LRT/WE7

8014 Neubiberg, Federal Republic of Germany

ABSTRACT U,(a = 1, 2,3) are defined as averages over the corresponding

The concept of large-eddy simulation (LES) has been surfaces, AA,(a = 1,2,3) of the grid volumes, AV.

applied to simulate turbulent flow over and around a single The subgrid scale (SGS) stresses arising from the nonli-

cube mounted on the bottom of a plate channel for a Rey- near convection terms are evaluated by the Smagorinsky-Lilly

nolds number of 50000 (based on the incoming mean bulk ye- model (with c, = 0.1) which relates the subgrid stres-

locity and obstacle height). Here we present, as a first part ses to the GS velocity field via an eddy viscosity model. In

of the evaluation of the data, mainly results for the three- grid volumes next to walls, we used for the mixing length the

dimensional mean fields (velocity, vorticity, Reynolds stress, smallei value of K*x, and 0.1*(Ax*Ay*Azy/'3 respectively

enstrophy, helicity) and a few interesting views of the instan- (x, is the distance normal to a wall).

taneous fields. Having engineering application in mind, this The geometry of the computational domain and of the

flow problem represents an ideal case for testing and evalita- flow obstacle is evident from figure 1. Measured in units of

ting solution concepts like LES or solutions of the Reynolds- the reference height H (height of the cube) of the problem,

averaged Navier-Stokes equations. the dimensions of the domain were (X,Y,Z)=(10,7,2), and for
the results presented here we used (NX,NY,NZ)=(144,92,58)

INTRODUCTION grid points.

The purpose of our work is to apply the concept of large- The governing equations are solved numerically on a

eddy simulation (LES) to turbulent flow over and around flow staggered and non-uniform grid using second order finite-

obstacles with sharp edges and corners. The work is moti- differencing in time and space (explicit leap-frog for time

vated by the need for applications of the LES concept to discretization, central differencing for convection terms and

engineering applications involving (a) high Reynolds num- time-lagged diffusion terms). The problem of pressure-velocity

ber flow, (b) three-dimensionality of the mean flow and coupling is solved iteratively (point-by-point relaxation).

(c) non-periodic boundary conditions in the main flow di- The direct results from LES are the time-dependent and

rection. In this paper we present results from a nume, ical three-dimensional data fields for the GS quantities of the

simulation of turbulent flow over and around a cube mounted three velocity components and the pressure. Figure 2a shows

on the bottom of a plate channel. For the example presen- a sample of the instantaneous flow field in a vertical plane

ted here, we selected (a) a Reynolds number of about 50000, through the center of the cube. By time-averaging of the

based on mean bulk velocity and obstacle height (which is instantaneous flow field, the mean flow field (fig. 2b) is ob-

equal to the channel half width), (b) a three-dimensional tained, and as soon as the mean velocity field has reached
obstacle, creating a flow field without any homogeneous di- stable (i.e. time-independent) values, the fluctuating velocity

rection, which makes it necessary to provide the statistics by field (fig. 2c) can be evaluated as the difference of the two

time-averaging only, and (c) a single obstacle, i.e. not al- fields, which leads to the classical Reynolds-decomposition of
lowing the use of periodic boundary conditions in the main a turbulent flow field. Finally, from the fluctuating fields, the

flow direction root-mean-square values, e.g. for velocity, vorticity and pres-

Earlier related work on LES of turbulent flow over a sure fluctuations can be calculated, as well as the Reynolds

periodic arrangement of cubes in a simulated atmospheric stresses and other statistics desired.
boundary Jayer has been published by Murakami, Mochida &
Hibi (1987), results for the flow over a periodic arrangement INFLOW AND WALL BOUNDARY CONDITIONS
of square ribs in a channel have been presented by Kobayashi, At the inflow section, we used at each time step the in-
Kano & Ishihara, (1985), and results from our own earlier stantancous flow field of a LES result of the corresponding
work on flow over a single square rib on the bottom of a plate (fully developed) channel flow (see figure 1). Boundary con-
channel can be found in Werner & Wengle (1988, 1989). ditions at horizontal and vertical walls were specified by as-

MATHEMATICAL MODELS, suming that at the giid points (P) closest to the wall, (a)

SOLUTION TECHNIQUE AND the instantaneous velocity components tangential to the wall

EVALUATION OF THE STATISTICS (up, vp) are in phase with the instantaneous wall shear stress
components (rub, rTb) and (b) the instantaneous velocity dis-

The governing equations describing the resolvable flow tribution is assumed to follow the linear law-of-the-wall u+ =
quantities (grid scale, GS) are derived from the integral con- z+ for z+ < 11.81, and for z+ = zm > 11.81 it is continued
servation equations for mass and momentum applied to a by a power-law description of the form u+ = A(z+)B (with
finite grid volume AV -- Ax * Ay. Az following the 'vo- A=8.3 and B=1/7). The velocity components tangential to a
lume balance method' of Schumann, U. (1975). From this it wall at the grid point next to the wall (up, vp) can be related
follows that GS quantities of the three velocity components to the corresponding wall shear stress components by inte-

+ to whom correspondence should be sent grating the velocity distribution over the height of the first
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gli(l element, and the resulting expression can be lesolved order statistics have been collected over 160 reference times

analytically foi tile wall shear stress component, i.e. (taking one sample at every 40th time step), samples for the
second-order statistics have been collected over the latest 110

2tIuP[ for u-p, < "' AI- reference times. One reference time is equivalent to the time
A -z a tracer particle needs to travel with bulk velocity U6 (see fig.

rIB 1+8 1+B 1) ]) 1) over a distance of one obstacle height H. Figure 1 shows
jr~mj = P+ (-. )uP[ vertical profiles of the mean U-velocity component; the pro--)- I files are quite smooth, indicating that a sufficient number of

for Juep > " A samples has been taken for the first-order statistics. From
2pL~ distributions of the mean U-velocity component close to the

(Az is the vertical width of tie gfid volume next to the bottom plate (Z=0.01=location of first vertical grid point)
w m is the uppel boundaiyof validity of the linear-law-of- and close to the top face of the cube (Z=1.01), the different

the-wall). Though theoretically not fully satisfying, fiom an mean recirculation lenghts can be approximately determined

apphication point of view this procedure offers the advantage to XF=0.9, XR1=1.75, XR2=0.2 and XT=0.75 (fig. 3a,b).

that the averages < 7,b > and < Utp > are not required (in In a vertical cut normal to the main flow direction at a di-

paiticular in flow situations in which these variables may be mensionless position X=0.88 behind the cube (fig. 3d), two

slowly varying in time), and numerical problems are avoided pairs of counter-rotating mean vortices can be observed (one

in evaluating the commonly used relation rub = tip < Tub > pair very close to the side walls of the cube, and the other

/ < tip > in reattachment regions. In consequence of the one at Y=+1.5 and Y=-1.5 from the center of the cube). In

experimental results fiom Ruderich & Fernholz (1986) we that vertical plane, the lateral shape of the mean shear layer

have abandoned the use of the logarithmic-law-of-the-wall, also becomes visible (fig 3d).
As an example for the second order statistics, figure 6

DISCUSSION OF RESULTS AND CONCLUSIONS shows vertical profiles of the Reynolds stress - < uw > and

The results shown in this paper are made dimensionless of the tumbulent energy (in a vertical plane through the center
using a reference height L,,f = H (H=cube height) and a of the cube). The sm3othness of the profiles is not quite

reference velocity Un,, = Ub (Ub=mean bulk velocity, see satisfying, indicating that still more samples are desirable

fig. 1). Note, that in our nomenclatme, Z is the coordinate for the second-order statistics.

normal to the walls of the plate channel. The evaluation of the mean vorticity field in figure 7 gives

LES provides insight into the time-dependent large-scale an interesting view of the geometry of the mean shear layer

structure of a turbulent flow field. An instantaneous view of behind the cube. In addition, figure 7a shows on the right

the velocity vectors projected onto a vertical plane through hand side the mean vorticity vectors projected onto vertical
the center of the cube (fig 2a) exhibits an extremly compli- planes normal to the main flow direction (the length of a
cated flow field. The intei action of diffei eat processes like the vorticity vector is proportional to the strength of the local
development of a three-dimensional shear layer, the reattach- mean vorticity) On the left hand side, isolines of the mean
ment of flow on the bottom plate behind the flow obstacle, total enstrophy are shown, indicating the same geometry of
the recirculatmon of highly turbilent flow and its reentrain- the 3D shear layer as exhibited by the arrows of the velocity
ment into the free shear layer takes place within a spatial vectors in fig. 3d An interesting perspective view of the
regime which is significantly smaller compared to the case of shape of the 3D mean recirculation zone is given in fig. 7b by
flow over a square-rib, see Werner & Wengle (1988, 1989): an isosurface of the mean total enstrophy < w 2+wy2+W. 2 >

the mean recirculation length is about 2.0 for the flow over (for aii arbitrarily chosen value of 20.0).
a cube, and about 7.0 for the square-rib. Strong horizontal Finally, we evaluated the so-called helicity 6. 0 of the
fluctuations in the lateral direction close to the walls can be flow field: e.g. fig. 8a shows a perspective view of a mean
observed in the small recirculation iegimes in front and on helicity iso-suiface for a value of 0.25. If the instantaneous
top of the cube and in the large iecirculation iegime behind ielicity density is normiahzed as cosO = . 0/1611017 it can be

the flow obstacle (fig. 4) The creation of strong hoiizontal interpreted as tme cosine of the angle between velocity vector

fluctuations by splashing down o tongues of fluid material and vorticity vector. For example, fig. 8b gives a perspective
can be seen in figure 5. view of the instantaneous locations of cosO = 0.90(9 = 250).

The mean sti ucture of time flow field (e g. mean velo- Regions of small helicity values are equivalent to regions of

city, mean vorticity, second order statistucs, mean enstrophy, large values of V x t (the non-linear term of the Navier-Stokes

mean helicity) can be provided by time-averaging only. For equation in rotation form), in regions of small angles between

time results shown here, we started -vcraging for the first- 6 and LU it is reasonable to expect that the local structure will

order statistics after 60 -eference times, samples for the first- be helical '(an ideal case would be cosO = 1.0, i.e. 6 and c
are aligned).

2.0E.0Z ...

1.0E.00 .JLIIIIL .. ...
0.0E0 I.M0 2.OE 0 3.0f.0 4.00.0 S.0e-*0 6.E.0 X .0 -3.0f*O -2 O00 -I,00.0 0.0E'0 1,0(*0 2.50.O3.0M0' 4.00.0 S.O0.0 6.09*0 X

instantaneoun flow field u mean flow field u 2.00
- 2.00

Fig. 1: Geometry of comp'itational domain and inflow boundary conditions

.cft: channel flow NX * NY * NZ = 54 * 92 * 58 grid points
ight: flow over cube NX * NY * NZ = 144 * 92 * 58 grid points
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Fig. 8: Isosurfaces of helicty

Fig. 8a: mean helicity <tT. >
Fig. 8b: , ioantaneous helicity density cosO = i. /lvlPI = ±10.9
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NUMERICAL SIMULATION OF TURBULENT CONVECTIVE SHEAR FLOWS
OVER WAVY TERRAIN

A. Dornbrack, K. Krettenauer and U. Schumann
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W-8031 Oberpfaffenhofen, Germany

ABSTRACT investigated the thermal convection for various
finite Rayleigh numbers and zero mean flowThermal convection of a Boussinesq fluid in a oe iuodlwvsb en fdrc iuover sinusoidal waves by means of direct simu-

layer confined between two infinite horizontal lation. In this paper, we extend the previous
walls is investigated by large eddy simulation study to LES for infinite Rayleigh number
(LES) for zero and finite horizontal mean motion. including the case of nonzero mean wind speed.
The lower surface height varies sinusoidally in The effect of topography, turbulent convection
one direction in order to investigate the effect of and mean wind on the turbulence structure is
ccmplex terrain on the turbulent motion. Several investigated for a Boussinesq fluid confined in a
cases are considered with amplitude 6 up to layer between two infinite horizontal walls.
0.15H and wavelength ,A between 1H and 8H In
the windless cases, the gross features of the
flow statistics such as profiles of turbulence METHOD AND MODEL PARAMETERS

variances and fluxes are found to be not very The lower surface height h varies sinusoidally in
sensitive to the variations of wavelength, ampli- the streamwise direction with an amplitude (5 up
tude, domain-size and resolution whereas to 0.15 H and a wavelength A of 1 OH to 40H
details of the flow structure are changed con- (inclination up to 430) in different cases, where
siderably. The mean flow causes a systematic H Is the mean fluid layer height. We imple-
change of the temporal development of the flow mented a subgrid-scale (SGS) model which is
structure. similar to that used by Schmidt and Schumann

(1889) into a numerical scheme which uses ter-

INTRODUCTION rain following coordinates according to

t(z,h) = H(z - H)/(H - h). The numerical method,

Much is known about thermal convection over which employs a second-order finite-difference

homogeneous horizontal surfaces. Land sur- scheme, follows proposals of Clark (1977).

faces are, however, rarely homogeneous. They Constant heat flux (temperature flux Q, = W'9',)

are often undulated and form hilly terrain. Even is prescribed at the lower surface of the fluid
when the amplitude of such hilly terrain stays layer. The momentum fluxes at the lower rough
below the mean height of the atmospheric surface (z/H= I 10 4) are computed using the
boundary layer, one might expect that topogra- Monin-Obuchow relationships. At the flat top an
phy has appreciable effect on the flow structure, adiabatic frictionless boundary condition is

From field observations on the structure of the applied which approximates a strong capping

atmospheric convective boundary layer, vatious inversion of an atmospheric convective bounda-

authors (see for a review Krettenauer and ry layer. For cases UA 40 we use the BKD boun-

Schumann, 1991) found that "gently rolling ter- dary condition which reduces the reflection of

rain" has generally little effect with respect to gravity waves as described by Schmidt and

the intensity of turbulence but changes the flow Schumann (1989). In both horizontal directions,

structure as measured by the characteristic the model domain extends over the same length

length-scales of the motions. E.g. Kaimal et al. (from 4 to 8 H) with periodic lateral boundaty

(1982) found a 30 % increase in the length-scale conditions. The horizontal mean velocity In the

of the spectrum of vertical velocity and a 60 % x-direction, U, Is prescribed and varies between

reduction of the length-scale of temperature. 0 and 4 w., where w, = (figQz,)113 (z, = H for the
runs with U = 0) is the convective velocity scale

Most previous LES considered flows over plane (fl = volumetric thermal expansion coefficient
surfaces (Schmidt and Schumann, 1989, Nieuw- of the fluid, g = gravity); t. H/w is the con-
stadt, 1990). Krettenauer and Schumann (1989) vective time-scale.
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(A) 6/H=0, U =0;
RESULTS (B) 61H = 0, U = 5 ms;

a) Convection for zero mean horizontal flow (C) 6H = 0.05, U= 0 mls.

speed 
(D) 61H = 0.05, U = 5 m/s.

For all simulations we assumed that the initial
For flat surfaces the flow statistics have been FoalsiutonwesumdhtteIiil
for fato s re thery flwitis avuemens temperature field Is stably stratified with an uni-found to compare very well with measurements form gradient a®/a3z 3 K/km. Further, we add

taken by Adrian et al. (1986) In a comparable random perurbations rant to initiate turbulent

laboratory study. Examples of such ccmparisons motions:

are shown in Fig. 1.

For convection over undulating terrain, we have ® = 300K + -- z + T. rant
identified some rather surprising effects of.the
unidirectional terrain-variation on three-dimen- Depending on the height of the Inversion zi the

sional motions. In particular we found that a ratio U/v' is about 3 to 4 for runs (B) and (D).

two-dimensional model would be misleading Fig. 4a shows the temporal development of ()
since the results demonstrate that three-dimen- (averaged over planes t = const.). These pro-
sional motions are enforced by terrain. So, we files look simlliar for all runs and mark typical
can observe circulations with axis parallel as mean profiles of a convective boundary layer
well as perpendicular to the wave crests, which (superadiabatic lapse rate in the surface layer,
cannot be predicted with two-dimensional mod- a well mixed layer with (0 / oz O, the entrain-
els. On the other hand, undulating terrain has ment zone, and above it the stable atmosphere).
rather small effects on the mean turbulence Fig. 4b depicts the temporal evolution of the
profiles as long as the wavelength A is less than volume averaged kinetic energy of turbulent
4 H and the wave amplitude 6 less than 0.15 H. motion (TKE) which first decreases to a mini-

mum and then achieves an approximately
In Fig. 2 we see convection patterns which are steady state for times greater 100 min. This
composed of large-scale components at scales behaviour Is caused by the development of the
of the order H plus small-scale random turbulent transfer spectrum in wave number space. The
motions. The flow structure is little affected by following interval up to t = 200nin was chosen
the sinusoidal waves for A/H_< 2 and 5/H < 0.15. to average the vertical profiles of momentum
But, they persist over longer time intervalls (at flux Uw and heat flux w,9 which are displayed in
least 5 convective time scales t.) in the presence Fig. 5.
of surface waves which fix the motion patterns
(Fig. 3) Our results confirm field observations With regard to u'w', considerably differences
with respect to changes in the horizontal length between the runs can be seen whereas th' heat
scales (Kaimal et al., 1982). A complete doc- fluxes differ only little. T1"ie differences are
umentation was published by Krettenauer (1991) caused by the effect of mean advection (com-

pare (A) and (C) with (B) and (D) ) as well as the
effect of orography (compare (A) with (C) and (B)

b) Convection for positive mean horizontal flow with (D) ). As expected, the absolute values are
speed larger for runs with U 0 0 because u'w Is pro-

As a next step in our investigations )wards portional to the gradients of mean velocity. For

realistic atmospheric cases, we began to simu- (/H = 0 (case B) 1'w' I is nearly constant in the

late the flow over sinusoidal waves with pre- surface layer and decreases monotonously in

scribed mean horizontal flow velocity U. The aim the mixed layer. Above the Inversion height z,

of this part of our study is to investigate tle the momentum flux has a small negative value

combined influence of the undulating surface, which is supposed to originate from the wave

the convective motion and the mean advection transport and can be denoted by wave drag.

of wind on the turbulence structure. We chose a Consistently, I u'w' I has a larger nearly'con-

special configuration which is relevant for appli- slant value for run (D) In this layer. Also the
absolute value in the mixed layer shows the

cations in atmospheric physics. The domain size influence of the little mountain: a vertically more
is typical for the meso-scale of atmospheric extended domain with a larger value of I jw I.

motions. The wavelength Is A/H = I and the pre-
scribed temperature flux at the surface is The mean flow causes a systematic change of
Q, = 0.1 Km/s. We compare four cases: the flow structure (Fig. 6). Obviously, as can be
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seen from contour plots of 0, the upward motion whole integration time. The mean statistics of
causes upwards propagating perturbations in turbulence variances in terms of horizontally
the stable layer. These oscillations are of an averaged vertical profiles also show surprisingly
irregular nature for U = 0 whereas for U:# 0 little systematic variation between all cases.
internal gravity waves grow in the stably strati-
fied troposphe-9. In contrast to the horizontally The rather good agreement of results from cas-
homogeneous case, we observe for U = 0 in the es with U = 0 and U # 0 shows that finite differ-

layer up to z = zi that the thermals are fixed near ence errors from mean horizontal advection are

the crest of the hill for all times (Krettenauer small. However, for larger horizontal wind
,(1gg1). speed, we still have to make sure that the flow

structure is only little affected by numerical
The situation in the well mixed layer is totally approximation errors. As a next step, we plan a
different for runs with mean wind. Due to the systematic study for various flow and surface
strong shear the updraughts are elongated and parameters as well as a theoretical investigation
inclined. As argued by Mahrt (1991), these of the complicated problem.
updraughts become asymmetric with sharp hor-
izontal convergence and sharp horizontal
changes of velocity and temperature at the CONCLUSIONS
upstream edge of the thermals. These so called This study presents results from two different
microfront zones are generated by horizontal numerical experiments by means of large eddy
convergence between faster horizontal motion simulation. In the first part, we studied the effect
of descending air and slower horizontal motion of topography on the turbulence structure for
of the updraughts Orography Included, we thermal convection of a Boussinesq fluid without
observe over the whole integration period mean wind. In order to check the new subgrid-
upward flow at the upwind side and downward scale model we compared the LES results with
flow at the lee-side of the crest. Therefore, we laboratory measurements. Both results agree
conclude that the surface undulation triggers very well. The gross features of the flow statis-
these flow patterns. Also the gravity waves tics such as profiles of turbulence variances and
above them are caused by the joint action of fluxes are found to be not very sensitive to the
surface undulations and gradient of mean wind. variations of wavelength, amplitude, domain-
The flow streamlines, as indicated by the iso- size and resolution whereas details of the flow
lines of E), oscillate at a comparable amplitude structure are chanced considerably. The orog-
and have a wavelength of about A/2. raphy has the largest effect for A = 4H. In the

Fig. Ta shows the contour plots of We vertical second part, first results have been presented

velocity field w at t =50 m. The runs A and C of studies of combined action of wavy surface,

show randomly distributed thermal elements. thermal convection and mean advection. The

These elements are deformed by the mean wind mean flow causes a systematic change of the

in the horizontally homogeneous case B. Due to flow structure. Due to mean shear, roll pattern

this deformation in the streamwise direction, the with axis along aE well as perpendicular to the

convective cells grow together and form rolls streamwise direction develop. These were

with axis in the x-dire -ton. The vertical exten- absent In the windless cases.

sion of these rolls is closely connected to the
mean shear. When orographj is present, these REFERENCES
flow patterns are overlayed by rolls with axis Adrian, R. J., Ferreira, R. T. D. S., Boberg, T.,
parallel to the crest and wave fronts. 1986: Turbulent thermal convection in wide

horizontal fluid layers. Experiments in Fluids
FIg. 7b doesn't show any systematic difference 4 121-141.
in the vertical velocity field between the runs. Clark, T., 1977: A small-scale dynamical model
But, looking at the temporal development of using a terrain-following coordinate transfor-
these rolls we observe more or less stationary mation. J. Comput. Phys., 24, 186-215.
thermals for U = 0, which change their position Kaimal, J. C., Eversole, R. A., Lenschow, D. H.,
only little. For U 0 (run B) the rolls walk Stankow, B. B., Kahn, P. H., Businger, J. A.,

through the computational domain and in layers 1' 2: Spectral characteristics of the convec-
ti.,e boundary layer over uneven terrain. J.

with stiong mean sheat we also have rolls with Atmos. Sci. 39, 1098-1114.
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Fig. I Root-mean-square fluctuations of a) vertical velocity variance w', b) horizontal velocity vari-
ance u', c) temperature variance T', versus height for the LES-case with flat surface. Full curves in
a), b) and d) enclose the sum of resolved and SGS contributions, the curve c) depicts the resolved
part only. The circles represent the experimental results of Adrian et al. (1986).
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Fig. 2 Influence of wavelength of orography on velocity field in the LES in a vertical plane for var-
ious averages and wavelengths. Left: A = H. Right: A = 4 H. Top: Instantaneous result at t - 35 t..
Middle: Result averaged from t/t. = 30 to 35. Bottom: Result averaged over the same time interval
and in addition over the y-coordinate. Maximum normalized velocity vectors, from top to bottom,
left: 2.20, 1.50, 1.03; right: 2.59, 1.63, 1.34.
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Fig. 3 Velocity field in a horizontal plane for various wavelength (time averaged from t/t. 30 to
35. Top-left: flat surface; top-right: 2 = H; bottom-left: ), = 2 H.; bottom-right: A = 4 H.. Maximum
normalized velocity vectors: 1.69, 1.79, 1.93, 1.91, respectively.
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Fig. 4 a) Temporal evolution of the profiles of mean potential temperature (averaged over planes
q = const.) for run (C). b) Spatially averaged kinetic energy of turbulent motion versus integration
time t for different runs.
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Fig. 5 Turbulent temperature and momentum flux versus height q for runs (A) to (D). All curves are
averaged over planes t/=const. and the time period 100min<- t< 200min and they depict
resolved and subgrid parts.
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A® = 0.1 K), and u - w-vectors. The velocity in x-direction is reduced by 5 mls for cases with mean
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Fig. 7 Influence of horizontal mean flow U in x-direction and of orography on the vertical velocity
field in two horizontal planes ,'/= 50m (a) and /= 600 m (b). The runs are denoted as in Fig.6, the
contour increment is Aw = 0.4 rn/s. Solid lines denote positive, dashed lines negative values.
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ABSTRACT yield satisfactory results since it does not take proper account of
history and transport effects which are of eminent importance in

The vortex-shedding flow past a square cylinder at Re = 22.000 unsteady vortex-shedding flows. A Reynolds-stress-equation
was calculated with various turbulence mode!s. The 2D periodic model was therefore considered necessary to account for the
shedding motion was resolved in an unsteady calculation, and the transport and history effects, and hence the model of this type due
superimposed stochastic turbulent fluctuations were simulated to Launder, Reece and Rodi (1975) was also tested. Two
both with the k-c eddy-visocity model and with a Reynolds-stress approaches were used for the treatment of near-wall regions,
equation model. For both models, the viscosity-affected near-wall namely the wall-function approach and the two-layer approach in
region was either bridged by wall functions or was resolved with which the viscosity-affected near-wall region is resolved with a
a simpler one-equation model using a prescribed length-scale simpler one-equation model. The test calculations were carried
distribution. The k-e model with wall functions does not yield out for two-dimensional vortex-shedding flow past a square
unsteady vortex motion while the other model variants do. The cylinder. For this, detailed measurements have recently become
two-layer k-e model underpredicts severely the periodic available for a Reynolds number of Re 22.000 (Lyn, 1990).
fluctuations and also the Stanton number and drag coefficient.
The Reynolds-stress-equaaon models yield considerably better 2. CALCULATION PROCEDURE
agreement with experiments, but tend to overpredict the periodic
fluctuating motion and also miss some other details of the flow 2.1 Mean-Flow Equations
behaviour.

In flows with periodic unsteadiness, an instantaneous quantity f
1. INTRODUCTION can be separated into (see Fig. 1)

The flow past slender, bluff structures is frequently associated f= + T + (1)
with periodic vortex shedding causing dynamic loading on the
structures. For the design of such structures, the unsteady <f>
loading forces must be known and hence methods for predicting
the flow and the forces are of great practical importance. For where T is the time-mean value, <f> the ensemble-average
situations with low Reynolds numbers, successful calculations value, T the periodic fluctuatmn and f the stochastic turbulent
have been obtained for square and circular cylinders by solving fluctuation. in the calculations presented here, equations
numerically the unsteady Navier-Stokes equations, e.g. Lecointe governing the temporal and spatial variation of the ensemble-
and Piquet (1989), Franke et al. (1990). For situations with high averaged velocity components and pressure representing the mean
Reynolds numbers, which usually occur in practice, stochastic flow are solved. These are the ensemble-averaged continuity and
three-dimensional turbulent fluctuations are superimposed on the momentum equations, which in tensor notation read as follows:
periodic vortex-shedding motion. A resolution of these motions a < u, >
in a direct simulation is not feasible at present. Tamura et al. - = 0 (2)
(1990) have reported such calculations without a turbulence ax,
model, but for the higher Reynolds numbers considered by them,
the small-scale turbulent motion could certainly not be resolved a < U, > 0 < u, > 1 0 < p>
by the numerical grids used. They employed a third-order upwind at + < u> a = 49x, (3)
differencing scheme which introduces numerical damping and
basically takes over the role of a subgrid-scale model in a large- O a < u,>
eddy simulation. The results obtained by Tamura et al. (1990) are + ( 8 -< uu >
certainly very interesting and surprisingly successful, but the
approach of relying on numerical damping instead of a subgrid-
scale model requires further examination. The work has shown,
however, that large-eddy simulations are possible for vortex- f"I
shedding flow at high Reynolds numbers, but such calculations
are very costly. Hence, there is still a need for more economic
calculation methods based on the use of a turbulence model for
simulating the influence of the stochastic fluctuations on the "
periodic vortex-shedding motion. So far, successsful applications
of a turbulence model to vortex-shedding flow have not been
reported. It should be mentioned here that steady calculations for
the time-mean field using standard turbulence models were not
successful (e.g. Majumdar and Rodi, 1985) since the strong
momentum exchange by the periodic vortex motion is not
accounted for in this approach.
The aim of the research reported here was to test various
established turbulence models in calculations of high-Reynolds-
number vortex-shedding flows. One candidate was the k-c _

turbulence model as this is presently the most widely used model t
in practice. The preliminary study of Franke et al. (1989)
evaluating the detailed experiments of Cantwell and Coles (1983) Fig. 1: Definition of mean and fluctuating values in
has shown already that this eddy-viscosity model is unlikely to periodic unsteady motion
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In the present 2D calculations, only the velocity components <u> The eddy viscosity <vt> is related to the kinetic energy <k> and
and <v> are present and all quantities depend only on x and y its dissipation rate <€>and the spatial and temporal distribution of
(see Fig. 2 for coordinate system). In the momentum equations, these quantities is determined from model transport equations.The
the correlation <ui u; > between the fluctuating velocities appears standard values were adopted for the empirical constants (see
which represents the Reynold stresses and needs to be simulated Rodi, 1980).
by a statistical turbulence model. In laminar vortex-shedding flow
at low Reynolds numbers, this term is absent and the only Reynolds-Stress Equation (RSE) Model. In order to account
stresses acting are the viscous ones. In the present work, the better for the important transport and history effects in vortex-
calculation procedure of Franke et al. (1990) for laminar flows shedding flows, a second-order closure model was tested which
was extended by incorporating various turbulence models into the does not employ the eddy-viscosity hypothesis but determines the
numerical solution procedure. individual turbulent stresses <uiuj> from transport equations. The

standard model of Launder, Reece and Rodi (1975) was adopted,
2.2 Turbulence Models with wall corrections to the pressure-strain terms due to Gibson

and Launder (1978).The wall corrections effect damping of the
Before the turbulence models used are introduced, the problem normal fluctuations near the wall and enhance the fluctuations
areas associated with the challenging vortex-shedding flow parallel to the wall. Again, standard values were taken for the
considered are discussed briefly with respect to turbulence empirical constants (see Franke, 1991).
modelling. Three sub-areas of the flow can be identified: Near-Wall Treatment. For both turbulence models described
(i) Stagnation Flow above, two approaches were tested for handling the near-wall

region. Wall functions arm still used in most practical calculations
In front of a bluff body, a stagnation flow exists which behaves and were therefore tested also here. In this approach, the viscous
virtually like potential flow. Except very near the wall, stresses sublayer is not resolved but the first grid point in a numerical
(viscous and turbulent) have very little influence on the mean- calculation is located outside this layer. Based on the assumption
flow behaviour. However, any turbulence and associated stresses of the logarithmic velocity distribution and of local equilibrium of
generated in this region influence the flow behaviour turbulence (production = dissipation) the flow quantities at this
downstream, e.g. the separated shear layer on the upper and grid point with wall distance yc are related to the friction velocity
lower surface o" a square cylinder. If turbulent fluctuations are Ur = ('twalt/P) 1/ by
present, there is no shear-stress production on the stagnation line t4
but only normal-stress production which governs the turbulence '=-n(y+B) k (5)
level in this region. The normal-stress production depends on the V A X
separation between the normal stresses < d 2> and < V 2> which Here, y+ = UTy/v is a dimensionless wall distance. In connection
is grossly overpredicted by an isotropic eddy-viscosity model and with the RSE model, the shear stress at point c is set equal to
requires for a realistic simulation a Reynolds-stress-equation U%2, and invoking local equilibrium conditions on the stress
model (Taulbee and Tran, 1988). equations yields the normal stresses at the first grid point.

The assumptions of a logarithmic velocity distribution and of
(ii) Attached and Detached Shear Layers on Side Walls local equilibrium of turbulence are violated in separated flows

(see e.g. Rodi, 1991), especially near separation and reattachment
In the vicinity of the side walls of a square cylinder, a complex regions. One way around this problem would be to use low-
flow field develops with partly attached and partly detached shear Reynolds-number versions of the models employed away from
layers, possible reattachment on the side wall, as well as laminar- the wall. For the k-c model, a variety of such versions is
turbulent transition. Here, inertial forces, viscous and turbulent available, but they have virtually all been tested only for attached
stresses interplay, and the region is of considerable importance boundary layers. For RSE models, low-Re versions are still
for the development of the vortex-shedding flow as here the under development and not yet ready for application to a complex
origin of the vortex instability is located. The details of the flow flow. In both cases, such model versions require very fine
mechanisms in this region are not well understood, and the numerical resolution near the wall which has an adverse effect on
phenomena are difficult to describe by a turbulence model, the computational effort required. For these reasons, a two-layer
Because of the influence of viscous forces, wall functions are approach was adopted here in which the viscosity-affected near-
unlikely to be very suitable. wall region is resolved by a simpler one-equation model, which

does not solve a dissipation-rate equation but uses a prescribed
(iii) Wake Region length-scale distribution and hence requires less numerical

resolution near the wall. The one-equation model is then matched
In the wake past the cylinder, convection and turbulent stresses to the model used away from the wall. In calculations with both
dominate and the viscous forces are negligible. The vortices the k-c model and the RSE model away from the wall, the one-
generated in the region discussed under (ii) are convected equation model due to Norris-Reynolds (1975) was adopted near
downstream forming a vortex street. The periodic vortex motion the wall. The k-e-based two-layer model was already tested quite
is damped by turbulent stresses. The modelling of turbulence in extensively for steady flows, including separated flows (see
this region mainly affects the vortex frequency but not so much Rodi, 1991). The Norris-Reynolds model employs the eddy-
the amplitude of the forces acting on the body. History and viscosity hypothesis and calculates the eddy viscosity from:
transport effects are particularly important in this region so that an
eddy-viscosity model is unlikely to do justice to this region (see < v' >= fc. vl k , > = I - ,t oi, I,/) (6)
Franke et al., 1989).

where fp is a damping function similar to the van Driest function
Two different models for -imulating the turbulent stresses in the accounting for the reduction of turbulent momentum exchange
bulk of the flow away from walls were tested and are briefly very near the wall. The kinetic energy <k> is obtained from the
introduced in the following. The two approaches used for treating same <k>-equation as used in the k-e model, while the length
the near-wall region are described thereafter. The actual scale L is assumed to vary linearly with distance from the wall as
turbulence-model equations are not given since only models have L = Kyw/cg3/4 in the very thin near-wall layer where the model is
been used which are fairly standard by now and have been applied (K = 0.4187, c1 = 0.09). The dissipation rate <a>
described elsewhere (e.g. Rodi, 1980). For all equations, the appearing as source term in the <.>-equation is not obtained from
ensemble-average form has been employed, an equation but calculated from the following algebraic relation:

k-E mod. The standard form of the k-c model was applied to <, > < 2g2V (7)
many steady flows and had some success also for calculating I. L 1 P (>Lj
separated flows, even though the accuracy of the predictions was When used in combination with the RSE model, only the shear
not as high as for shear-layer flows. Here, the standard k-e model stress in the viscous sublayer is calculated with the aid of an eddy
is simply adopted for ensemble-averaged quantities. The viscosity relation according to (6). The normal stresses appearing
Reynolds stresses are calculated flor the eddy-viscosity relation in the momentum equations are determined by assuming

( < u;> . < uj > 2 <uiuj>/<k> = constant across the viscous sublayer. The ratio
S- < k>, (4) taken is the one resulting from the RSE model at the matchirg
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point between this model and the one-equation model, while <k> ., .a 0
is taken from the k-equation. This approach is certainly very
crude and does not account for the damping of the normal a 0 o
fluctuations very near the wall, but in the thin region where the ax
one-equation model is employed the flow has boundary-layer Y0
character and the normal stresses are small compared with the ,u. a X
shear stress so that they do not need to be determined very ,0 is. I L .0
accurately. ID, ax

The matching between the one-equation model and the model Ye 45 a,
used further away from the wall should be effected near the edge '- -I
of the viscous sublayer where viscosity effects have become ____

small. This is the case when the damping function at f1t in (6) has t -
a value near unity, and in the calculations presented the matching o00
was done where ft = 0.95. For fully turbulent boundary layers
this corresponds to y+ , 83. For good near-wall resolution, the Fig. 2: Calculation domain and boundary conditions
first grid point should be located at y+ - 1. When the viscous
sublayer is resolved with the one-equation model, the no-slip data and did not separate the fluctuations into periodic and
conditions are used as boundary conditions, i.e. both velocity turbulent components. The flow situation investigated by Lyn
components are zero and also the turbulent kinetic energy <k>. (1990) was therefore taken as test case.

2.3 Numerical Solution Procedure 3.2 Inteeral Parameters and Time-Mean Distributions

The differential equations governing the mean-flow and the The calculations with the k-c model using wail functions yielded a
turbulence field were solved numerically with an extended steady solution and no vortex shedding. Apparently this
version of the program TEACH developed by Gosman and Pun combination of model and near-wall treatment introduces too
(1973). This employs a finite-volume method for solving the strong damping so that a periodic vortex-shedding motion cannot
equations in primitive variables on a two-dimensional staggered persist. Periodic vortex shedding was obtained with the other
grid. The coupling between continuity and momentum equations three model variants, and a sequence of streamlines covering
was achieved with the SIMPLEC predictor-corrector algorithm of approximately one period is shown in Fig. 5 below. Values of
van Doormal and Raithby (1984), which is an improved version various integral parameters predicted with the turbulence-model
of the SIMPLE algorithm incorporated in the original TEACH variants tested are compared in Table 1 with experimental values.
program. The central/upwind hybrid spatial discretization scheme The parameters considered are the dimensionless shedding
in the original TEACH program was replaced by the QUICK frequency (Strouhal number St = fD/U0), the time-averaged drag
scheme (Quadratic Upwind Interpolation for Convective coefficient ED and the amplitudes of the oscillations in drag
Kinematics) proposed by Leonard (1 )79). This scheme combines coefficient cD and lift coefficient cL. The k-e model yields too low
the high accuracy of a third-order scheme with the stabilising shedding frequency and drag coefficient, the latter however being
effect of uwpind weighting. A disadvantage of the scheme is its somewhat higher than that obtained in the stationary solution with
unboundedness, which may cause over- and undershoots. It wall functions. The drag coefficient does not oscillate, but there is
should be mentioned that central/upwind hybrid differencing a small oscillation in the lift coefficient. Results obtained with a
introduced too much damping so that no unsteady vortex modified two-layer K-e model are also included in Table 1. In this
shedding resulted. For time discretization, the fully implicit first- mnodel, the unrealistic normal-stresq productior of k in the
order Euler scheme was chosen. It provides high stability but stagnation region due to the use of an isotronic eddy-viscosity
requires small time steps in order to obtain accurate solutions model, which leads to excessive k-levels (see Fig. 5 below) is
(more than !00 time steps per period were used). The resulting suppressed in front of the body (shaded area in Fig. 2). This
system of linear difference equations was solved by the strongly measure reduces significantly the k-level in the front part and
implicit method of Stone (1968). A more detailed description of influences mainly the vortex formation regions near the side walls
the numerical method is given in Franke (1991). The of the cylinder. The prediction of the integral parameters is
computational domain in which the equations were solved and the improved somewhat by this measure. Further improvement is
outer boundary conditions are shown in Fig. 2. In connection achieved by use of the RSE models. In combination with wall
with wall functions, a 70 x 64 grid was used with Ayc/D = functions, the predicted Strouhal number and drag coefficient are
0.022. For calculations with the two-layer approach, in which the now in good agreement with the measured ones. When the two-
viscosity-affected sublayers are resolved, a 186 x 156 grid was layer variant is used, these quantities are predicted too high; by
used with the first point at a distance from the wall of Ayc/D = switching from wall functions to a two-layer approach, the
0.00125. On an IBM 3090, the calculation time to cover one shedding frequency increases while the amplitude of the
shedding period was typically 1/2 hour for the RSE model with oscillating forces acting on the body is reduced. This detail of the
wall functions and 5 hours for the tvo-layer RSE-model. calculation is not well understood at the present time. Consistent

with the increase in 'D when moving from the standard k-e model
3. CALCULATION RESULTS AND COMPARISON to the two-layer RSE model is a reduction of the base pressure.

WITH EXPERIMENTS The distribution of the time-mean pressure along the cylinder

3.1 Exzmmmnta Data
The availability of experimental data is crucial for the testing of Table 1: Integral Paramcters
turbulence models. In the case of unsteady vortex-shedding Turbulence models Experiments
flows, a proper testing of the models can only be done when
results of time-resolved measurements are available which give two mod. RSE two-
information on the temporal variation of ensemble-averaged k-e with layer two- with layer
quantities and separate the fluctuations into periodic and turbulent wall f. k-c layer wall RSE
ones. Such detailed data on flows past bluff bodies are rare, but k-e funct.
recently Lyn (1990) has completed time-resolved two-channel - so . -

LDA measurements in the wake past a square cylinder at Re St statonary .124 .129 136 .159 Lyn .135
22.000. In these experiments, the shedding period was divided Durao .139
into 20 phase angles, for which the velocity-component and
.,eynolds-stress distributions were reported as ensemble- CD 1.55 1.79 1.89 2.15 2.43 2.05-2.23
averaged values in a plane perpendicular to the cylinder. The -

turbulence level in the oncoming flow was 2%. The only other
fairly detailed measurements of the flow past a square cylinder C D - 0.0 0.0 .383 .079 -

known to the authors are those of Durao etal. (1988) for Re-: - -

14.000. However, these authors obtained only time-averaged CL .
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walls is compared in Franke (1991) wito various experiments I
carried out at different Reynolds numbers and free-stream modified two-layer k-a model
turbulence levels. The experimental results themselves differ by " stadard k-e model
about 15 to 20%. The base pressure predicted by the RSE model 0s tw3-layer k-e mel ..-.-....... "
with wall functions falls between the measurement results, while ... . -

the k-E model predictions yield too high and the predictions with 0.6.
the two-layer RSE model too low base pressures.

Fig. 3 displays the distribution of the time-mean velocity U along 1:3 0,4-

the centre-line and gives information on the length of the time- .
averaged separation zone behind the cylinder. Experimental data 0,"
from Lyn's (1990) and Durao et al.'s (1988) experimental study 'are included. The data agree fairly well in the near-cylinder ; "
region, but the centreline velocity measured by Lyn approaches 0
the free-stream velocity much slower than that measured by . standard LRR model~. two-layer MR model
Durao et al. The reasons for this difference and for the very slow tl R
increase of the centreline velocity in Lyn's experiments are not "0*-Experiment Durao et al (1988)
clear. While, as expected, the velocity distribution in front of the Experiment Lyn (1990)
cylinder is influenced very little by the turbulence model used, .0.4
there are fairly large differences in the wake region, and in .2 5 x/D 6

particular regarding the length of the separation zone. The k-E
model variants overpredict the length of this zone considerably, Fig. 3: Time-mean velocity i along the centre line
indicating that there is not enough momentum exchange
introduced by these models. Since in vortex-shedding flows the
momentum exchange is mainly due to the periodic vortex- I

shedding motion (see e.g. Cantwell and Coles 1983, Franke - two-layerk-e
1991), this also means that the periodic fluctuations are 0.8 .. modified two-layer k-e

underpredicted significantly, as will be confirmed shortly. The RSE with wall funct.

modified k-e model predicts a somewhat shorter separation zone, % .6 wo-layerRSE

pointing to a more realistic simulation of the periodic vortex- ,
shedding motion. Both RSE model variants predict on the other
hand too short separation bubbles, and there is little difference 0.4- ,0 .
between the results obtained with the two versions near the a ......
cylinder, there are larger differences further downstream but these O- . . .

should not be taken too seriously since here there may be an ...... -..
influence of the different numerical grids used, which are quite Z ......

coarse in this downstream region.

The distribution of the total (periodic plus turbulent) fluctuating -. i. x Experiment Durao et al (1988)
kinetic energy along the centreline shown in Fig. 4 gives a clue to o Experiment Lyn (1990)

the results discussed so far and in particular to the differences .0.4 __... .
between the various turbulence models. The two-layer k-E model .2 . 0 1 2 3 5 X/D 6 7

can be seen to underpredict severely the fluctuation level behind
the cylinder, while the RSE models give approximately the Fig. 4: Total kinetic energy of fluctuations
correct level and distribution of the total fluctuations. The (periodic + turbulent) along centre line

differences between the RSE calculations using wall functions
and the two-layer approach are of the same order as the
differences between the experimental values of Lyn (1990) and
Durao et al. (1988), but the two-layer version yields a higher ops - erment Lynt(1990)

fluctuation level, which is consistent with the higher Strouhal RSEwithwallfunct.

number and drag coefficient predicted. The modified k-e model, 0. -- two-layer RSE

in which the k-production in front of the body is suppressed, .. -- two-layer k-a
yields a somewhat improved fluctuation level which, however, is 0-.- modified two-layer k-e
still far below the measured one. This shows that the problems 0. .
with the k-r model originate only to a small extent from the N0
excessive k-production by this model in the stagnation region. 0.1 '
The effect of this excessive production can be seen best in Fig. 5, -1..
which displays the distribution of the time-mean turbulent kinetic 0.1
energy along the centreline. Fairly large k-levels are produced .....

right in front of the cylinder which are unrealistic. When the RSE -.

models are used, much lower k-levels result in the stagnation ! a'!'6
region. Behind the cylinder, all models can be seen to
underpredict considerably the level of turbulence energy on the -0

centreline and particularly so in and near the separation region.
Since the RSE models predict the correct level of total fluctuation .2 t 0 t 2 3 4 5 6 7
energv, this means that they overpredict the; periodic fluctuations.
The k-e models yield higher turbulent fluctuation levels in the Fig. 5: Time-mean turbulent kinetic energy
wake than the RSE models and this may cause a dampinj of the along centre line
periodic fluctuating motion and in turn the olb erved
underprediction of this motion. The use of the two-layer al proach
in connection with the RSE model increases the turbulcnt fluctuation levels than the k-c model, phase-dependent results are
fluctuations in the se aration region. This may cause the reduced only presented for the calculations with the RSE models. Fig. 6
amplitudes in the drag and lift forces on the cylinder, but shows the streamlines predicted with the RSE model using wall
apparently on the whole the periodic fluctuations are increased functions at three phases; at two of the phases experimentally
rather than reduced as can be seen from Fig. 4 and can also be determined streamlines are available and are also given for
inferred from the increased Strouhal number and mean drag comparison. The streamlines predicted with the two-layer RSE
coefficient. model are not significantly different. The alternating vortex

shedding can be seen clearly, and there is reasonable agreement
3.3 Phase-Deoendent Results about the streamline development with the experiments.

However, certain differences can be noted. At some phas ,s, the

Since the Reynolds-stress models gave much more realistic predictions do not show a negative <u>-velocity on the leeward
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measurements also Lyn's (1989) one-channel measurements

extending closer to the m all are included. At the two phases" considered (I and 9) the calculations do not show negative
velocities on one of the side walls while in the experiments the
velocity very near the wall is always negative. Considering the

,/ results at all phases (which could not be included here) the two-
layer RSE model gives slightly better agreement with the
measurements than the model using wall functions. However, the
discrepancies point to a weakness of the model in underpredicting
te size of the separation zone near the side walls. Fig. 8 presents

the variation of the ensemble-averaged lateral velocity <v> along
PM 9 the centreline for two phases. The agreement with the

Phase I

experiments (Lyn 1990) 1

0.5.

P-W 1 Fig. 6: Streamlines at 3 phases
(Phase 1 1/20 T,
Phase9= 9/20 T, >
Phase 17= 17/20 T) V

calculations, RSE wall funcL .5 4 7. 0 Expieriments (Lyn 1990)-
- RSE with wall fmct.

--- Two-layer RSE
Phase I I t S 6 7 8 9

-0i 1 2 3 4 5 6 7 9 9 1

05 1.5Phase 9

1.5 ,," *t

A Experiment Lyn (1989)

0o Experiment Lyn (1990)

-i -wo-layer RSE
_05-\
. 3 .......... ... ..

0-1.5 -0.5 3 460

.Zi , , tl "...........

• I O 0 05 !<u>/Uo .

Phase9 D

Fig. 8: Lateral velocity <v> along centre line at 2 phases

t - measurements is fairly good, both with respect to the maximum
.: values and to the zero crossings, the latter being a measure of the

size of the shed vortices. There is no significant difference here
0- between the model using wall functions and the two-layer

approach. Similar distributions for the velocity component <u> as
given in Franke (1991) show inferior agreement with

-S .. experiments, firstly because in the downstream region the time-
mean u-velocity is overpredicted, as can be seen from Fig. 3, but
also because near the rear cylinder wall the velocity is not always
negative as it was found in the experiments.

Finally, Fig. 9 compares calculated and measured <k>-contours
at one phase. The differences between calculations obtained with

. . 0 0.5 1 <->/Uo 1.., the two RSE variants are not very significant compared with the
differences to the experiments. Of course, the asymmetry in the

Fig. 7: Profilcs of <u> at x-location of tcar contour lines is basically the same in the calculations and
cylinder wall for 2 phases experiments, as must be expected from the similarity of the

streamlines, but the maxima of <k> in the experimental data are
side of the cylinder while the experiments indicate that the located much closer to the centreline than in the calculations. This
velocity is negative at all times (for further evidence see Fianke, points to a weakness of the present calculation model which
1991). Also, the model predicts temporary reattachment of the appears to predict the centres of the vortices considerably further
separated flow on the side walls near the rear corner (e.g. phase from the centreline than the .xperiments indicate. This is
1, topside) which was not found in the experiments. This can be supported bya comparison of the RMS values of the periodic
seen more clearly in Fig. 7 where the <u>-velocity distribution at fluctuations u on the centreline, which are virtually zero in the
the x-position of the rear cylinder wall is compared with experiment and take on a sizeable value in the predictions
measurements. Here, in addition to Lyn's (1990) two-channel (Franke, 1991).
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ABSTRACT leaves serious inaccuracies in the mean flow and
turbulence structure in the separated region,

Numerical solutions of a separated turbulent particularly for the differential stress model.
boundary layer, obtained using standard k-e and
differential stress models, are presented. To achieve
satisfactory separation the dissipation equation in both 2. TURBULENCE MODELS
models had to be modified in the upstream part of the
boundary layer; without this modification both models The turbulence stresses were modelled by the
failed to predict separation. Despite the final solutions standard k-e model and by a differential stress model
showing reasonable agreement with experiment in terms similar to that of Launder et al (1975), but in both cases
of skin friction and boundary layer growth rates, they the equation for dissipation of turbulence energy was
are far from adequate in terms of the behaviour of modified in the attached part of the boundary layer
Reynolds stresses and turbulence kinetic energy. T'.js is upstream 4f the separation point.
particularly true around separation for both turbulence The diszipation rate of turbulence energy is obtained
models but also, in the case of the differential stress from a transport equation of the form
model, in the whole of the separated region.

It is argued that the usual assumptions embodied by
such models do not really reflect the nature of the Dc e e2

turbulence in strongly adverse pressure gradient and/or =.E+CatkljPk- Ca-f (1)
separated flow regions.

where D. represents the diffusion of e and Pk represents
the generation of turbulence kinetic energy. In the k-e

1. INTRODUCTION model D. is given by

At the 1980/81 Stanford Conference on Complex
Turbulent Flows one of the test cases considered was the Dg= 2 .i(v + -) (2)
separated turbulent boundary layer of Simpson et al ik , YXl,
(1981). The flow was computed using a variety of
turbulence models, the most complex of which was a five- where vT is the turbulent viscosity, and in the
equation differential model; the rest were either variants differential stress model (DSM) it is given by
of the k-E model or one-equation eddy-viscosity models.
All were successful in predicting separation, but with . j + __ k i)
hindsight this was probably because realistic length Dg=x(vij + Ca uu k) 3 (3)
scale behaviour at the wall was iiposed. 

jx(.

In more recent computations, using the k-a model, De
Henau tt al (1990) found that the boundary layer could For two-dimensional thin shear flows, the generation
.0. be made to separate with the standard form of the term Pk is given by

model. However, even in the simpler case of an
equilibrium adverse pressure gradient boundary layer, LU-uv4'- (4)
the model's predictions have been found to be poor (Rodi Pk - (u--- v )a
and Scheuerer, 1986). with the shear stress and skin
friction values being overpredicted. Rodi and Scheuerer The modification to (1), proposed by Hanjalic and
attribute this problem to the model's overprediction of Launder (1980), essentially consists of enhancing the
the turbulent length scale in the vicinity of the wall, and irrotational part of the mean strain in (4), as follows
argue that the production term in the dissipation
equation should be enhanced so as to increase the Ce3 -- aU 8U
dissipation and so reduce the length scale and hence the Pk V (u-vy (5)
wall shear stress. By using a modification by Hanjalic and
Launder (1980) which has this effect, they obtained
accurate predictions of equilibrium advei'se pressure where C.3 > Cel. C., has a value of 1.44 and Hanjalic and
gradient boundary layers. In the more complex case of a Launder give C,3 a value of 4.44.
separated turbulent boundary layer the tendency to The turbulence kinetic energy equation in the k-e
overpredict the shear stresses keeps the boundary layer model is retained in its standard form. i.e.
attached when measurements indicate that it should
separate, as was shown to be the case by De Henau et al.

In this paper the conclusion of Do Henau et al is Dk -  2u  u ?U---e (6)
confirmed and, more importantly, it is shown that a D 
similar conclusion holds in the case of the more
sophisticated differential Reynolds stress turbulence where Dk is the modelled diffusive transport term, but
model. Separation cannot be achieved using either model the normal stresses in (5) and (6) are expressed in terms
in its standard form, but satisfactory separation "n be
achieved by modifying the dissipation equation in the of the turbulence kinetic energy as (u- - v) = 0.33k,
upstream part of the boundary layer, although this still which is experimentally observed in many less complex
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flows. The preceding modifications were applied in the However, these extend only to a point part of the way
attached part of the boundary layer up to the computed along the separation bubble. Beyond this point the flow
separation point, was increasingly three-dimensional.

In the differential stress model the Reynolds stresses
are obtained from individual modelled transport 3.3 Boundary conditions
equations which, for reasons of space, are not repeated
here. The closure approximations are those described by Boundary conditions are required for the axial and
Launder et al (1975) ('Model 2' in their paper), with the vertical meaa velocity components U and V, the
values for the various constants given in Table 1.

dissipation rate e, the individual Reynolds stresses J , 7,
C Ct2 C5  C C " w-'~.'-~ v, (in DSM calculations) and the turbulence kinetic

1.44 1.92 0.16 0.22 1.8 0.6 energy k (in k-e calculations).
The inlet to the solution domain was located in the

Table 1. Values of constants in turbulence models. parallel section of the channel at x = 1.63m. At this
location the boundary layer has reached a fully-

Nomenclature as Launder et al (1975). developed state and has a clearly defined logarithmic

region. Measured profiles of U, u7, ', w7 and "C, at the
inlet location were available from Simpson's reports; the

3. COMPUTATIONAL DETAILS freestream velocity at this location was 21.8m/s. The
turbulence kinetic energy k was computed from the

3.1 Solution procedure individual normal stresses and the vertical mean velocity
V was assumeu to be zero. To obtain the inlet dissipation

The equations described in the previous section,, rate e in the boundary layer it was assumed that the
together with equations for mass and momentum turbulence length scale L was equal to minicy, 0.0858)
conservation, were solved using the Harwell-FLOW3D where y is distance from the wall and 8 is the boundary
solution procedure (Bums & Wilkes, 1987). This is a layer thickness. The dissipation rate was then obtained
finite-volume procedure based on a non-orthogonal from
boundary-fitted coordinate system. The mean velocity k3 /2

components, in Cartesian coordinates, and pressure are =CA
3 /4 Lk/ (7)

stored at the centroids of control volumes based on a

boundary-fitted coordinate system, and the equations are The constants K and Cg have values of 0.41 and 0.09
transformed into curvilinear coordinates and integrated respectively.
over a simple rectangular grid The pressure is obtained At the outlet boundary (well beyond reattachment)
using the SIMPLE algorithm, or more modern variants the axial derivatives of all quantities were assumed to be
(SIMPLEC, PISO), and the interpolation method of Rhie & zero, which is a much more satisfactory procedure than
Chow (1983) is used to avoid the problem of chequerboard applying boundary conditions within the separated
oscillations in the pressure field, region, as was done in some of the computations for the

The convection terms in the equations were Stanford Conference.
approxrmated by higher-order differencing schemes. In One option for the outer boundary condition would be
the k-c solutions the well known QUICK scheme of to use the wind tunnel upper wall and extract mass
Leonard (1979) was used on the momentum equations and through it, as was done in the experiments. In the
the bounded higher-order scheme of Gaskell and Lau present work, the outer boundary of the solution domain
(1988) was used on the turbulence equations. In the DSM was defined using a measured inviscid flow streamline, as
solutions second-order upwind differencing (e.g. Hodge suggested by the Stanford Conference organisers. This
et al, 1979) was used on all equations. extends only as far as the last measurement station, so it

was continued by a smooth curve beyond the channel
3.2 Geometry and solution domain outlet to x = 9m. Provided this extension is chosen

sensibly it has virtually no effect on the details of the
The geometry of Simpson et al (1981) and the solution solution where the measurements are available. For the

domain are shown in figure 1. The geometry consists of a bounding streamline, a streamline coordinate system
channel with a curved upper wall connected to a low (s,n,b) may be defined where s is the coordinate
speed wind tunnel; the curvature of the upper wall tangential to the streamline, n is normal to s and lies in
creates an adverse pressure gradient which causes the the x-y plane and b is normal to s and n. Boundary
turbulent boundary layer on the lower wall to separate. conditions for the mean velocity components and
Separation on the upper wall is prevented by a boundary Reynolds stresses in Cartesian coordinates and for e were
layer control system which extracts the boundary layer derived by applying the symmetry conditions:
and introduces two-dimensional high-speed wall jets at
locations along the upper wall. a(U Us 72 U-" e)

Measurements of mean velocity components and _T_ s=, s(,8n),
Reynolds stresses in the separation region and in the Un san 0 (8)
attached boundary layer upstream are presented in
Simpson et al (1981) and in more detail in Simpson ct al from which it follows that ak/an = 0.
(1980) and Shiloh et al (1980). Accurate measurements of At the wall standard logarithmic wall functions as
the separation region were obtained by using a described by, for example, Launder and Spalding (1974)
directionally sensitive laser anemometry system. were applied, although it is recognised that within the

vChannel Solution domain

Measured 1 t Final measurement t
x = 1.63m separation point station x = 4.34n, = 9.Or

x = 3.45m

Figure 1. Geometry and solution domain.
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(a)

(b)

Solution domainChannel

Measured separation
streamline

Sin, l 3 4 5
x (m): 2.22 3.01 3.52 3 97 4.34

Figure 2. (a) Computational grid - note that only half the number of axial grid lines
are shown. (b) Measurement stations.

separated region standard log-law behaviour does not one close to the separation point - note the measured

occur, separation streamline included in the figure.

3.4 Comoutational nd 4.1 ksolutoons

The computational grid is shown in figure 2a. The It was found that the boundary layer could not be
dependent variables were stored at the centroids of made to separate with the standard k-e model, in
control volumes formed by grid lines running vertically agreement with the finding of De Henau et al (1990).
from the wall to the inviscid flow streamline and Satisfactory separation was achieved when the
lengthwise from the inlet plane to the outlet plane. The modification to the dissipation equation (see Section 2) in
lengthwise grid lines were arranged so that their the attached pan of the boundary layer was applied. The
relative spacing was constant from inlet to outlet, location of the separation point was dependent on the

value of Ce3 used. An increase in C, 3 caused a more rapid
The vertical grid lines were arranged in four reduction in the wall shear stress, so the boundary layer

sections, each containing either a uniform expansion or separated earlier. Table 2 presents the computed
uniform contraction in spacing. First there was a separation point for C. 3 values of 2.5, 4.44 and 5.5 - note
uniform contraction in spacing from the inlet plane to
the measured separation point at x = 3.45m. Then there that the measured separation point was at about x = 3.45m.
was a uniform expansion to the midpoint of the computed
recirculation bubble at x = 4.425m, followed by a uniform
contraction to the location of the computed reattachment C3 2.50 4.44 5.50
point at x = 5.4m. Finally there was a uniform expansion Xsep (in) 4.03 3.54 3.39
to the outlet plane at x = 9.0m. The grid spacing at the
separation and reattachment points was 0.04m. It was Table 2. Effect of C. 3 on the computed separation point
found that using smaller spacings than this had no effect in the k-e solutions.
on the solutions.

The lengthwise grid lines were arranged so that their
spacing expanded uniformly away from the wall. At the
inlet plane the spacing at the wall was 0.002m. This In figure 3 detailed comparisons of computed and
ensured that the near-wall centroid fell well within the measured mean velocity and turbulence energy are
logarithmic region over a large section of the upstream presented for the axial stations indicated in figure 2b. In
attached boundary layer. the separation region the level of agreement between

The computations presented in section 4 were the computed and measured mean velocity profiles for
obtained on a grid containing 80 x 40 grid lines. The C 3 = 2.5 is very poor because the separation point is too
vertical grid lines were arranged so that the mesh far downstream. The level of agreement for C, 3 = 4.44 and
expansion ratio in each section of tne grid was the same; 5.5 is much better because the separation point is
this gave mesh expansion ratios of about 1.06. The mesh predicted more accurately, but there are still significant
expansion ratio in the vertical direction was 1.04. differences in the profiles: the positive velocities in the
Solutions were also obtained on a grid containing 120 x 60 outer part of the boundary layer and the negative
grid lines to check for grid-independence and these were velocities in the back-flow region are too small.
found to be virtually identical to those on the 80 x 40 grid. At station 2, in the attached boundary layer, the near-

wall velocities for all C, 3 values arc too high, indicating

4. RESULTS OF COMPUTATIONS that the wall shear stress is too high at this location. This
is confirmed in figure 4 which compares computed skin

In this section the k-e and DSM solutions are friction coefficients for each C, 3  value with
compared with experimental measurements. Computed measurements. The skin friction values agree with
and measured profiles of mean velocity and turbulence measured values around the separation point (for
quantities are presented for five axial stations, indicated Ct 3 =4.44 and 5.5) and in the initial zero pressure gradient
in figure 2b. Two of these are within the attached region, but are a lit-le too high in the strong adverse
boundary layer upstream of the measured separation pressure gradient region upstream of the separation
region and three are within the separation region itself, point.
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Figure 3. U-velocity and turbulence energy profiles for k-e model; A, C, 3 = 2.5;
0, 4.44; 0, 5.5; A, measured. (a) U-velocity, (b) turbulence energy.

Figure 3b shows that the turbulence energy for increased the thickness of the separation region grows
C, 3 =4.44 and 5.5 is reasonably well predicted in the more rapidly, but even for C 3 = 5.5 the growth is not
attached part of the boundary layer and at stations 4 and quite as rapid as measured.
5 in the separation region, but is much too low around
the separation point. In fact the turbulence energy falls
sharply as the separation point is approached, before
rising in the separation region. This can be seen clearly 0.025
in figure 5 which shows profiles of computed turbuience
energy for y/8 = 0.3. Simpson's measurements of normal 0.02
stresses indicate that this computed sudden fall in
turbulence energy is erroneous. Thus although the k 0.015
modification reduces the wall shear stress and causes 2
separation, it produces an unrealistic fall in turbulence Un, 0.01
energy around the separation point. This does not seem to
have been noted in the previous (limited) work using the
Hanjalic & Launder modification but is not really 0.005
surprising since the length scale reduction (leading to
the required lower wall shear stress) is obtained via an 0
effectively imposed increase in turbulence dissipation 1.5 2 2.5 3 3.5 4 45 5
rate. This leads naturally to reductions in either the total x(m)
turbulence energy or. in the case of the differential
stress model, the individual Reynolds stresses.

Finally,, figure 6 compares the computed and Figure 5. Turbulence energy at y/8 = 0.3 for k-t model.
measured growth in boundary layer thickness. As C, 3 is Legend as in figure 3.

4 400

3.5 350
3 300

2.5 250
2 899 200
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0.5 100

0 50

-0.5 0 - .........

1.5 2 2.5 3 3.5 4 4.55 1.5 2 2.5 3 3.5 4 4.55
x(m) x(m)

Figure 4. Skin friction coefficient for k-, mode!. Figure 6. Boundary layer thickness, 599, for k-e model.
Legend as in figure 3. Legend as in figure 3.
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Figure 7. U-velocity, turbulence energy and shear stress profiles for DSM model; A, CO = 4.44;
0, 5.5; Z,, 7.0; A, measured. (a) U-velocity, (b) turbulence energy, (c) shear stress.

42 DSM solutions calculated for C, 3 = 7.0 at this station (x = 3.01m), but that
the computed values are again too high over most of the

The boundary layer could not be made to separate adverse pressure gradient region.
with the standard form of !he differential stress model, At station 3 separation has occurred for C,3 = 7.C, in
but, as in the k-e solutions, satisfactory separation could agreement with the measurements, but not for C,3 = 4.44
again be achieved by applying the modification to the
dissipation equation in the attached part of the boundary and 5.5. The velocities for C, 3 = 7.0 are too small in the
'ayer. The location of the separation point again outer part of the boundary layer and also in the small
depended on the value of C. 3 used, but a higher value of back-flow region note that overall continuity is
C, 3 was required to achieve the same separation point as satisfied because the freestream velocity is higher than

before. Table 3 presents the location of the separation measured. The profiles for C,3 = 4.44 and 5.5 have small

point for C. 3 values of 4.44, 5.5 and 7.0. Previously, the
separation point for C 3 = 5.5 occurred upstream of the
measured separation point, but now it occurs
downstream. 3.5

C6 4.44 5.50 7.00 2.5

xsep (m) 3.85 3.68 3.49 2

Table 3. Effect of C, 3 on the computed separation point 1.5

in the DSM solutions. I

0

Figure 7 ptcscnts computed and measured mean -(.5
velocity, turbulence energy and shear stress profiles for 1.5 2 2.5 3 3.5 4 4.5 5
the axial stations in figure 2b. At station 2. in the x(m)
attached part of the boundary layer, the near-wall
velocity is accurately calculated for C, 3 = 7.0. Figure 8
compares the computed and measured skin friction Figure 8. Skin friction coefficient for differential stress
values and shows that the skin friction is accurately model. Legend as in figure 7
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but unrealistic peaks at the acar-wall centroid, ani 5. CONCLUSIONS
further downstream negative velocities first aprear et a
location above the near-wall centroid. Increasing C0 The major conclusion is that turbulent boundary
eliminates this behaviour and it does not occur foi layer separation cannot be adequately predicted by the
Cc 3 =7.0. The differences between the compuled and standard k-e model or !he differential stress model.
measured profiles for all C,3 values increase with Hanjalic & Launder's (1980) modificatioit to the

dissipation equation produced separation but left serious
downstream distance and at stations 4 and 5 the positic errors in the separation region, particularly when
velocities in the outer part of the boundary layer and the applied to the differential stress model. These were at
negative velocities in the back-flow region are much too least partly due to the modification itself, and it seems
bmall. clear that the separation process cannot be adequately

modelled by simple changes to the dissipation equation.
However, the poor quality of the DSM solutions suggests

001 that current modelling assumptions do not really reflect
the nature of the flow both up to separation and in the

0 008 separation region itself.
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ABSTRACT:, an isotropization of production (rapid) term:

Two different two-dimensional curvilinear fInite-volume
(FV) codes with both k-e model and a Reynolds Stress 411J,2 - -C2 1 Pij - Pall
Transport Model (RSTM) [1,2] have been achieved for
application to recirculating flows in non rectangular and a wall echo term (Gibson Launder) [21
geometries. Such a geometry Is encountered In a flow
acrcss rod bundles in heat exchangers in which accurate l C$I kn~ Uktinn - nni
predictions of turbulence characteristics are required ' 2 2 I -x nn
prior to tentative modelling of heat transfer at the walls.
The paper focuses on the implementation of wall +C(4m.2ric n~8il - -,ki.2nknj - - kj.2nknl f~nL
boundary conditions within the Cartesian framework. 2 2
Numerical predictions of the tube bundle flow are
compared with experiment : The level of turbulent kinetic -diffusive transport of Reynolds stresses and
energy, overestimated by the eddy viscosity model, is dissipation rate : two distinct models have been
better predicted by RSTM and Improved by slight employed, atensorlal one, following Daly and Harlow [3),
modifications which aim at overcoming some weaknesses hereafter referred to as DH-diffusion
of the standard model in strongly anisotropic flows on
one hand, and in impinging regions on the other hand. dij C

NOMENCLATURE a ae
Reynolds Stress Transport Equations: axk ZaxmI

and an "eddy viscosity" one, referred to as EV-
au___ ++ , -ediffusion :+u u _ ,,':TUka-, uI - PR + 0ill + dij - l

at axk dii -a(. T _.U-U)
where : aXk Ok ak

PIj ,' - i Zuk- + ukU- i Cie -L n 2 _0"
5 Xk A aka

- P(. au, + 34*) -Equation of the dissipation rate e

_+ v - . + c,.P - ca-
-- - aiTi i at aXk k kdij T UJ~Uk + 8Sik~i + Bik uj

P aXk I
notations:

e.l 2 2v aiu.. au
ai-2Qik all turbulent stress anisotropy tensor. -uj_.j

k 3
Reynolds Stress Transport Model (RSTM) A 2 D Invarlance coefficient . 1 -I(A2 -A3 )

8
The pressure strain correlation 0ij associated with A2  second anisotropy tensor Invariant - elk aki

the deviatoric part of eil is the main contribution to the A3  third anisotropy tensor Invariant - elk aki all
model. Following Launder, Reece and Rodl [1], It Is
decomposed into three terms : Cp V,()2 (set to 0.09 In the k-e model)

01bi + (el) Z e t) = 011.1 + 4011,2 + Oiiw dij diffusive transport of Wj-u-j
3

a return to Isotropy (slow) term: E logarithmic law constant
k turbulent kinetic energy - .5*u-IT"
I characteristic turbulence length scale

nil component of the unit vector normal to the wall

F generation rate of k - .5.PiI

Part of the research work of these authors was Pij generation rate of U7!j
undertaken during their stay at the University of Re Reynolds Number =UoD/v
Manchester Institute of Science and Technology.
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UO reference velocity NUMERICAL SOLUTION PROCEDURES:

U mean velocity component The numerical implementation has been carried out In
ul Cartesian fluctuating velocity component two different solution procedures, both using Cartesian

decomposition of vector and tensors.

u,v,w surface adapted fluctuating velocity component The first numerical solution procedure (NSP1) is based

u. friction velocity via u* = , on a semi-staggered variable arrangement (Fig. 2) which
naturally (one order of derivation corresponds to one

lUI K grid-swapping) couples Reynolds stresses to the mean
u.r friction velocity via uT = flow variables.

In (E y+)
xi Cartesian direction coordinate U2

x,y,z wall surface adapted coordinate

y+ non dimensional distance to the wall = yu./v -

SiJ dissipation rate of tiuu

e dissipation rate of k - .5 * Ca 0-P1---.

cDlb pressure-strain correlation

v kinematic viscosity

VT eddy viscosity, C k2  Figure 2 : Semi-staggered grid arrangement.

e The second one (NSP2) uses a collocated
K Karman Constant 0.41 arrangement (Fig. 3) in which the coupling of various

variables Is re-established by Interpolation practices
walherts. .. [61,[7] similar to those employed by Rhie and Chow [8] for

T, wall shear stress - A y L pressure and by Obi et al. for the Reynolds stresses on
rectangular grids [9].

constants: OfU 2 P

C1 C2 C' 1 C'2 C's CC Ce! CE2 Ck CC 0uuj E
1.8 0.6 0.5 0.3 0.22 0.18 1.44 1.92 1. 1.3

In anisotropic flows, Launder et al (41 suggest a
dependence of the e equation constants in terms of the Figure 3 : Collocated grid arrangement.
anisotropy tensor invariants

The two procedures also differ from one another in
C I = 1 Ce2 = algorithmic details

1+06 fA-2 A
NSP1 is a time marching procedure solving the

INTRODUCTION:, unsteady equations by fractional steps [10]:

1 ) advection of variables by a Lagranglan method,
To our knowledge, FV RSTM computations have yet 2) a diffusion and source term step solved in the

been limited to flows in non rectangular geometries with a incremental form with a linear system coupling all
low degree of complexity, where only orthogonal grids variables,
are required. On the other hand, in these distorted flow 3) a pressure correction step ensuring mass
domains, where recirculation occurs, second moment conservation,
closure models markedly prove their superiority upon
eddy viscosity models in that they better take into all linear systems are solved by a three level conjugate
account the interaction between curvature related strain residual algorithm with a diagonal preconditioning for
and turbulence anisotropy whereas a k-c model strictly step 2.
aligns the principal axes of the two tensors.

NSP2 solves the steady equations in an Iterative way
(under-relaxation). At any Iteration, governing equations
are solved one by one. The Power Law DifferencingScheme is used for transport terms and source terms are
selectively implicited (11). Mean velocity and pressure
fields are coupled by a pressure correction -SIMPLEC-
[121 algorithm and tri-diagonal linear systems are solved
by a fully vectorized Red-Black algorithm.

The geometry, NOG and use of Cartesian coordinates
require generalization of boundary conditions for theJ RSTM.

X0 =1635 mm

45 m BOUNDARY CONDITIONS:

Figure 1 : flowdomain within a tube bundle No major difficulties lie in the implementation of

boundary conditions (for the flow domain shown In Fig. 1,
(dashed lines : domain of compul3tion) symmetry and anti-periodicity conditions are applied),

A non orthogonal grid (NOG) is required for the except for wall boundary conditions (WBC).

geometry of Fig. 1 which by symmetry and periodicity RSTM Is rooted In a high Reynolds number
represents the fully developed cross-flow within a tube sTMpi ro e It I not va ld number
bundle (experiment of Simonin et at. [5]). This NOG assumption, and therefore it is not valid up to the wall. As
(Fig. 4) enables refinement of the mesh in the leeward a WBC in complex geometry, it is thus advisable, for sake

corner precisely where maximum difference between k-c of simplicity, to use a wall function approach despite its

model and RSTM may be found. After presentation of the well known shortcomings

two solutions procedures which have been Implementod, 1) Its strict domain of validity Is the one dimensional
results obtained on this geometry will be discussed. 1) ttr om

Couette flow
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2) Existing wall functions all focus on a wall surface It should be noted here that, by assuming the local
adapted framework while equations need to remain equilibrium, one has entirely set the value of Cv. From
tractable when transferred back into the Cartesian the modelled stress equations, using the standard values
framework. of the RSTM constants, one finds

Relating to this, NSP1 and NSP2 have two separate Cii - 0.065
implementations presented here-below :

This is in agreement with the channel flow experimentConcerning NSPI [13), WBC on the total stresses are of El Tebany and Reynolds [14J.and It Is recalled at this
interpreted as limiting values for the turbulent force stage that the usual value of 0.09 had been set from a
imposed on the mean flow: Let R be the Reynolds stress free shear layer experiment [15].
tensor and (N, T) respectively the normal and tangent to
the wall, and dF the resulting force : dF - R N An alternative used in NSP2 (16] is to solve an

AlgebraTc Stress Model in the near wall cells to retrieve
4 assumptions need to be made to define the 4 more general Dirichlet conditions on the stresses in the

stresses: surface adapted frame and then simply recover the values
in the Cartesian coordinates. However, In this collocated

-the turbulent shear stress approaches the wall shear procedure, the wall function approach demands a
stress towards the wall i.e. dF.T - Tw/p (A1) modification of the turbulent kinetic energy equation in

the near wall cell which satisfies the local equilibrium. It Is
a k obtained by forcing the following equality- a Neuman condition is applied 1o k: 'n = 0 {A2) -u'-'rr 3d

o~y K y
for 2D flows, one can assume : a-n 0 {A3)anw oand by assuming a zero gradient diffusive flux

at the wall fork.
- finally as a fourth frame independent condition we Following Rodi [15], if the transport of Reynolds

wrde : - 0 (A4) stresses is assumed to be proportional to the transport of
w n k with uij/k as ratio of proportionality :

(where "dF.N" is obviously nothing else but v2 )
As amatterof fact, these BC are equivalent to: .81 + (1-C2)(P-.Pq)+

k r.u.wu 3 P + (Ci- 1)e
-- = 0 ; N = 0 ;W = 0 : Ui'= w/P In the surface adapted framework, a local'in an Couette flow approximation reads

Returning to the Cartesian framework leads to a a, R(C, + 2-2C2 + C2 C.2 ) + C;
system of four equations, k nm -rA C1

2- 1 )ni n2 + I u2 ~( n? - nj) -w/P ?i(C1 +0C2 -1 -20210)(u k) nmn +a , C
n + 0n + 2n, n2 = 0 k e,,,i Ci + 20ian an an

121 1- C 1.5C2 C;aUI2 0U2 1y C4,+150
-- + an = 0 k w. k C+rwa k .5C;

However, as far as the turbulent shear stress is
2 concerned, In order to keep beneflt of the variegation3- = 0used in NSP1, the following expression Is employed,.*

This coupled system is easily implemented in the semi- ivjrflOwI = rw/p_-sIgn(U)u. h
staggered code since all stress are solved fully co.jpled
and implicitly. RESULTS:

ow Is evaluated from two approximations of the friction As detailed in Fig. 4, the flow-field can be
velocity, one, u., resulting from the definition of Cg : decomposed Into 3 regions where the mean flow 13

undergoing compression, acceleration and sudden
u- -?7 k expansion.

while the other one Is obtained from the logarithmic
law:

=In (E y+) _-

This leads to the following variegation U

%w/P -- sign(U) u- u%

Besides the wall value of e is chosen as :

ewaii - U.3
ic 0.2 Ay

e .,3 is only used In the diffusion term and the fraction
of the space discretisation 0.2 Ay allows the gradient of Figure 4': Flow analysis
dissipation to be compatible with the local equilibrium at th
the cell face. For the present report, most of the results are
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presented in the expansion zone of the periodic field at eddy viscosity assumption leads to
location Xo (Fig. 1) and compared with the experiment of f 1'2

Simonin and Barcouda. The Reynolds number based on Pk = 4W v PutXf

the diameter of the tubes is equal to 18 000.

Details of the predictions presented in following which unrealistically forces the positivity of the

figures are summarized in Table 1. Bold cells denote production torm (Fig. 8d). The amount of artificial

underlying cmparisons. turbulent energy is then convected from the
impingement region along the tube wall.

5 Whatever the model is, mean velocity profiles are notFigure 6 7 8 far from experiment (Fig. 8a). Besides rapid distorsion
- coefficient a ( ratio of characteristic turbulent and mean

Numerical NSP1, NSP1 NSP1 NSP1 strain time scales)

Procedure NSP2 NSP2(ke) _-whr + at'
-r 0k/dSiSij where S11- ~1  dx01

Turbulence RSTM RSTM RSTM RSTM,
Model k-e exceeds 3 in the high shear region which tends to

- -prove a predominancy of rapid term upon non linear term.

Turbulent EV DH DH DH
diffusion DH-, ____ 2,5

(C I,CE2) (1.,f(A2,A)) (1.,f(A2,A)) (1.44.1.92). (1.,f(A2 A)) 2,0-

(1., f(A2 .A))
_ _ _ _ ____ -- 1,5"

ijw locally -0, locally locally D
cancelled standard,l cancelled cancelled 1,0"

ocally
cancelled 0,5'

0,0 " " " " " " '
Differences occur between NSPI and NSP2 with the

same eddy viscosity turbulent diffusion model (Fig. 5). 0 2 4 6 8 10 12 14 16 18 20

Even though treatment of convection terms and (5.a) longitudinal mean velocity component
pressure-continuity steps differ, they cannot be
responsible of such a divergence in the results since k-e o0,5-
results with both numerical solution procedures are very
similar (Fig 8). Stress boundary conditions are enough N

different to explain such discrepancies. 0,4 N

Besides, one should note the high sensitivity to the 0,3- N
turbulent diffusion modelling which affects the level of V N

turbulence (Fig. 5b) as well as the mean momentum (Fig. A 0,2-
5a).

The presence of the wall reflection terms greatly 0,1
improves the description of the recirculation region (Fig.
6) with a raising of turbulent shear stress and kinetic 0,0 --- ,-• • ,..,......,..,....•.,.
energy but the upstream flow of the expansion (y>8) 0 2 4 6 8 10 12 14 16 18 20
shows a non physical behaviour of *ij,w modelling. If one
considers a one cimensional approach in the vicinity of a (5.b) • 2D turbulent kinetic energy
stagnation point (aUl/axt < 0), it is noticeable that
11,w+22,w acts as a source term in the 2D turbulent 0,25

kinetic energy equation. This creates an artificial spot of 0,20-,
turbulent kinetic energy which is carried down along the cm 0,15
tube sides and still visible at location XO. As a matter of " 0,10
fact the wall echo term modelling is designed to take into 0 1,.,
account the attenuation of normal Reynolds stress near a 0,05 N
surface,only in a local Couette flow approximation. The 0,00"
best compromise is thus obtained by accounting for the v
only physical effect, i.e. the downstream tube effect, and -0,05"
to cancel locally the effect of the impinged surface upon -0,10-
wal echo redistribution. The extent of the recirculation -0,15
region is nevertheless affected through the anti- -

periodicity condition. -0,20 1 . . . . . . 1 •,1 , . I •
0 2 4 6 8 10 12 14 16 18 20

Fig. 7 shows that the classical e equation with constant (5.c) turbulent shear stress
underpredicts turbulent fields. Velocity profile is also
badly captured with a too long recirculation zone. By
taking into account the anisotropy through these Exp. data from Simonin and Barcouda
coefficients, Launder et al's proposal successfully - NSP1 +EV-diffusion
rectifies mean and turbulent profiles.

- NSP1 + DH-diffusion
Fig. 8 compares NSPI and NSP2 k-e model

predictions with final RSTM results (obtained in NSP1 ....... NSP2+EV-diffuson
after modification of e equation and correction of wall
echo "tricky* effects). As noticed previously both Figure 5 Comparison of the two numerical solution
procedures predict similar k-e results but, unlike procedures (NSP1 and NSP2) : RSTM predictions at
experimental data, this model reverses the turbulence location Xe ; influence of the turbulent diffusion term
maximum near the upstreamwail. In a 1D approach of the modelling
flow upstream a stagnation point (see above discussion),

20-3-4



2,5- N0,5M

2,0 - 0,4-N

- 1,0- + ,
0,A . 0,2 .u

0,0. 0',

-0,5' 0,0
0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20

(6. a) longitudinal mean velocity component (7-b) 20 turbulent kinetic energy
N 0,5 0,25-

0 N 0,20,,
0,4 0,15

N0,15-

+~ 0,10
-0,05

0,2 N 0 -0,05N

0.01 0.20~

0 24 6 810 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20

(6. b) 20D turbulent kinetic energy (7. c) turbulent shear stress

0,25- Exp. data from Simonin and Barcouda
0,20 eN - equation WihC1 - 1.44, Ce2 . 1.92

~'J 0,15e equation with Cel, Ca2 related to anisotropy invariants

0,1 Figure 7 :RSTM predictions obtained with NSP1 at0.05location X0: Influence of the e equation modellingV0.00-\
-0,05-'

-0,10

-0,15*
0 2 4 6 8 10 12 14 16 18 20

(6.c) turbulent shear stress

NExp. data from Simonin and Barcouda

no wall echo term 
________________________

-wall ech~o term of downstream tube only
....wall echo term of both tubes 20

Figure 6 :RSTMV predictions obtained with NSP1 atlocation Xo influence of the wall echo term ,j,.3 1,5-

0 2 4 6 8 10 12 141618 20
(8.a) longitudinal mean velocity component

2,5 ~0,5
2,5

2,0- 0,34-

0,5. 1

0, 2 461 12 214 618 20 - 0 2 4 6 8 10 12 14 16 18 20
(7. a) longitudinal mean velocity component (S. b) :20 turbulent kinetic energy
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rapid distortion again, a refined modelling of rapid part of
the pressure-strain terms might Improve the prediction
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ABSTRACT In this paper, larger spanwise grid number (80)
and wider spanwise computational region (411) are

Turbulence structure of a backward facing step set up, and turbulence structure of a separating
flow is investigated using the numerical flow field flow Is numerically investigated using LES data.
which is computed by large eddy simulation (LES).
The Reynolds number based on step height and main
flow is 46000. Reliability of this data has been COMPUTATIONAL CONDITIONS
already confirmed by the comparisons between
experimental and numerica! data. The profiles of The basic equations of LES are grid scale (GS)
mean velocities,, Reynolds stresses, triple products continuity and momentum equations. Subgrid scale
and the budget of Reynolds stresses are indicated, (SGS) model is the Smagorinsky model with a
and turbuler~e structure of a separating flow field variable length scale [1,21 These equations
is numerically discussed. are then solved using an Adams-Bashforth scheme of

the 2nd order in time and the 2nd order central
finite difference formulae in space. Pressure

NOMENCLATURE fields are solved using a simultaneous iteration
method for velocity and pressure f3].

X i  coordinates in tensor notation rie computational flow field is a channel with
U1 e moan velocity component in X, direction the backward facing step of step ratio 1.5. At the
ul fluctuating velocity component in X inlet of the channel, fully developed channel flow

direct ion fields which are computed in driver section
y. longitudinal, vertical and spanwise (2lti2ltx4li) are specified instantaneously. The

coordinates outlet is located at 3011 downstream from the step
U,V mean velocity components in x and y where the first derivatives of flow properties in x

directions direction are set at zero. A spanwise computational
uv,w fluctuating velocity components in x, y region is 411, and cyclic boundary condition is used

and z directions for this direction. The Spalding's law of the wall
tie , main flow at the inlet section 11,41 is supposed for the wall boundary. Reynolds
H ; step height number based on step height II and main flow Uo is
Re Reynolds number based on step height and 46000 The numerical grid number in all directions

main flow are 230x50x80. Ensemble mean values are counted out
using 5000 time steps and spanwise numerical
points. The computational conditions are shown in

INTRODUCTION Table I

The turbulent flow over the backward facing step Table I. Computational conditions.
has been investigated by many experimental and
numerical methods. Although the geometry of the
backward facing step is still simple, this flow Computational region 32 (H2H) x 3H1 x 4H
contains many features of the complex flow
phenomena such as separation, reattachment and Numerical grid number 210 (+20) x 50 x 80
reverse flow. It has been recognized that the !
conventional ensemble mean turbulent models Scheme in time I Adams-Bashforth (Ato=0.01)
underpredict or overpredict the reattachment length
which is the most basic factor in this flow. Large Scheme in space Central (2nd order)
eddy simulation (LES) technique can provide the i
detailed informat ions of the time-dependent and Solution for pressure 11SMAC
three dimensional turbulent flow fields at the high
Reynolds number Reliability of LES has been Inlet B.C I Fully develoned channel flowi
promotl' in some basic flow fleldz, ind it -s Inlet BCF l______Ifo

needed to investigate the capability of LES for the Op a t c l p o l m .Outlet B.C [ d/dx=0) (for u,vY and w)practical problems.

We have already computed the backward facing step -

flow using the LES Ill. The calculation results of Spanwise B.C i Cyclic (for uv,w and p
mean velocity, turbulent distribution and 1
reattachment length were compared with Wall B.C. Spalding's law of the wall
corresponding experimental values. Although this -_--
computation was done under relatively small SGS model Smagorinsky "odel
spanwise grid number (20) and narrow spanwise I with variable length scale
computational region (211), good agreement between __ -_
computational and experimental data were shown on Reynolds number I 46000
the mean velocities and turbulences, .. . ...
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RESULTS AND DISCUSSIONS dimensional flows. On the spanwise turbulent
intensity, redistribution by the pressure-strain

The turbulent structure of the separated region term has the predominant effect, since there is no
of the flow over backward facing step is discussed production term for the spanwise intensities in the

using LES data. two dimensional flows.
The contour plot of the stream lines for mean Mean velocity field behind the step has a

velocity field is shown in Fig. I. The separating bubble in which strong reverse flow
computational reattachment length is about 7.011, exists. The mean longitudinal velocity profiles in
which is almost the same as the corresponding Fig. 3 show that the minimum value of reverse flow

experimental result (5,6]. Comparisons between is -0.25Uo at X/H=3. The vertical distances from
experimental and LES data about the mean velocities the wall at which the peak values of reverse flow
and Reynolds stresses have already done in the exist decrease with increasing longitudinal
previous (coarse grid) computation. No basic coordinate in the separating region. The velocity
difference between the previous and present data gradient of the mixing layer behind the step makes
is observed on the turbulent quantities. the dominant production for TV and 0 respectively.
Figure 2 indicates the schematic mechanism of the The separating region at the section Just behind

budget for the turbulent shear stresses in the two the step is not a dead water area, and has the peak

--

B / 1 0

Figure 1. Str,.am lines of mcan velocity field.

dU? ! - d U
d X, dx

2%u

Figure 2. Mechanisn of production for turbulent
shear stresses in two dimensional turbulence.
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X/H=5 2•X/H=52 X/H=6 .... .. X/H=6
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Figure 3. Longitudinal mean velocity profiles. Figure 4. Vert ical mean velocity rofiles.
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U o 2)V ',/U
(a) Longitudinal turbulent intensity (b) Vertical turbulent intensity.
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value of -0. 08Uo for longitudinal velocity qualitatively maintained near the upper wall. The
component. The longitudinal gradient of U in the sharp distributions of turbulences in the section
separating region slightly affects on the just behind the step are produced by the vertical
production term of M". This effect yields the gradient of U, and spread to downstream. Turbulent
positive production near the step and near the intensities and Reynolds stress Increase with
reattachment point. increasing the longitudinal coordinate from X/H1=
Figure 4 shows the vertical mean velocity to X/H=3 in the separating region. Longitudinal

profiles. The maximum and miniaum values of the turbulent intensity Profile near the step side wall
vertical component are 0.05 at the section of X/H=2 at the section of X/H=1 has the peak point which Is
and -0.058 at the section of X/H=5 respectively, produced by the production corresponding to the
The negative velocity gradient in the section just longitudinal velocity gradient of U.
behind the step and In the separating region near Figures 7,8,9 and 10 show the profiles of the
the reattachment point produces relativelI large triple products related to the diffusion of the
production of vv. budgets of Reynolds stresses. In the mixing layer

Turbulent intensities and Reynolds shear stress Just behind the step, these terms are roughly
profiles at different downstream sections are asymmetrical about the inflection point. In the
plotted in Fig. 5(a), (b), (c) and Fig. 6. Although separating region near the reattachment point, the
grid resolutlos near the wail is not ehough to triple products have the peak point. It Is well
resolve the wall turbulence structure, the known that the main contribution to the triple
turbulent profiles of channel flow are products come from the large eddies . Therefore It

X/H = I X/Hal•X/H=2+ X/H=2
X/H=3 C X/H=3

2 - . X/H=4
X/H=5 2 X/H=4

X/H=6 x X/H=6

o 4 •• o

-0. 002 0. 0 0. 002 -0. 002 0. 0 0. 002
tF-/UO3  TUU 0

Figure 7. Triple product Myv, Figure 8. Triple product vvv.

oX/H=1 X/=

X/H=2 - X/H=2
X/HCC3 C X/H= 3

2 X/9=4 2 CX/H=4

X/H=6 CX/HCCS

I"CCC,."° .C

.001x

o "L .

-0. 002 0. 0 0. 002 -0. 002 0. 0 0. 002
S--7UJ T7/UI

Figure 9. Triple product v'ww. Figure 10. Triple product vv-.
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is probable that the act ive ot ions of the large vertical gradient of V Is shown in this region,

eddies exist In the mixing layer behind the step too. Behavior of the pressure-strain terms in the

and in the region near the reattachment point, region of mixing layer behind the step indicates

Figures 11,12 and 13 show the typical budgets of that the turbulence energy Is redistributed from u

Reynolds stresses. The budgets of the turbulent to -V and 74W. The profiles of the diffusion terms

normal stresses Uii and VV at the section of X/11=2 correspond to the action of the tripl, products. Pt

are shown in Figs. 11 and 12. At the region of the the region near the step side wall of the sect ion
mixing layer behind the step, the production term Just behind the step, the positive productinn of

of U- through the vertical gradient of U is fi and the negative production of VV are peculiar.

predom:nant. The production term of W' through the These terms relate to the longitudinal gradient of

X/H=2

0 PROD.
0. 04 DISSIP.

- V-P GRAD.
x 0 1 FF.
- CONV.

0 TOTAL

00 0

" 0.0 " -"-- -' -

0 2 3
/ H

Fifure II. Budget of Tu- at the section of X/it=2.

X/H=2

,.0 -o PROD.
OlSSIP.

* V-P GRAD.I .... , OIFF.
.. - CONV.

+ TO fAL

+o o

O 2 3

o + R H

Y/H

Figure 12. Budget of V' at the section of X/1=2.
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X/H=5

u. 04 PROD.
DISSIP.
v-P GRAD.

x DIFF.
° CONV.

"o + TOTAL
0 0 0 o!&

O00
o 0

-0. 04 1 20 2 3
Y/H

Figure 13. Budget of r'i at the section of X/H=5.

U or the vertical gradient of V. Figure 13 shows The region on mixing layer behind the stepthe budget of turbulent normal stress TU at the (Region A in Fig. 14).section of X/H=5. In the region near the The region Just behind the step, where thereattachment point, the diffusion term is production terms correspond to dV/dy are appeared
predominant. Similar behavior of the diffusion in V (Region B in Fig. 14).terms is shown in the budgets of the normal The region near the reattaching point, where thestresses and turbulence energy at the section near diffusion terms related to the triple products arethe reattachment point. The diffusion terms of this predominant (Region C in Fig. 14).region are intensely affected by the action of the The region near the step side wall of the sectiontrip!e products. Just behind the step, where the production terms

which are due to dU/dx and dV/dy are predominant
(Region D In Fig 14).

CONCLUSIONS

Turbulent structure of z separating flow field is
numerically discussed on tie flow over a backward REFERENCES
facing step. Ensemble mean data are estimated by
using the data computed by large eddy simulat'on. (1] MORINISHI,Y. & KOBAYASIII,T., 1990 Large EddyAccording to the discussions on the profiles of Simulation of Backward Facing Step Flow,mean velocitles, Reynolds stresses, triple products Engineering Turbulet,ce Modelling and Experimentsand the budget of Reynolds stresses, turbulence (R.dl and Ganic, Editors), Elsevier, pp279-286structure of separating region In the backward (2] YOSHIZAWA,A., 1989 Subgrid-scale modeling withfacing step flow can be roughly classified int) a variable length scale, Phys. Fluids AI(7),following regions; pP1293-1295.

13] HIRT,C.W & COOKJ.L., 1972 Calculating Three-
Dimensional Flows around Structures and over Rough
Terrain. J. Comput. Phys. 10, pp324-340.
[4] SPALDING,D.B., 1961 A Single Formula for the

"Law of the Wall", Trans. ASME, J. Appl. Mech. 28.
pp455-458.
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Layer: Flow Over a Backward-Facing Step. Trans.
ASME, J. Fluid Eng., 102, pp302-308.
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ABSTRACT physically unrealistic oscillatory Ixiaviour.

The incorporation of Reynolds-stress closure into a This paper present practices directed towards all three

non-orthogonal, collocated finite-volume framework in which pioblem areas, realised within a recently developed

the discrensation of convection is non-diffusive presents a non-orthogonal-grid methodology combining second-moment

number of algorithmic problems not encountered in niore closure, non-diffusive discretisation and multigrid convergence

traditional schemes employing staggered, rectilinear volume acceleration That same methodology has also been extended to

arrangements Three issues requiring special consideration are compressible flow, including transonic domains, and one of the

the tensorially correct incorporation of the wall-related applications piesentd below relates to shock-induced separation

pressure-strain terms which are important fragments in the from a channel bump

stress closure, boundary conditions at curved walls, and
iterative .:ability The first issue, in particular, arises because BASIC NUMERICAL FRAMEWORK

the wall-related terms are tied to the orientation of the wall
relative to the directions of the Reynolds stresses The paper The discretisation process is preceded by a transformtion

report practices which address all three problem areas Three of the Cartesian forms of the flow-governing equations ic, forms

complex applications are reported, among them the flow involving spatial derivatives along the non-orthogonal

through a stnusotdal pipe constriction and shock-induced co-ordinates, involving the use of the Jacobian transformation
separation over a channel bump. matrix. Because the velocity components are chosen to remain

Cartesi,;n (or, more generally, cylindrical polar, toroidal or

INTRODUCTION adapting to an arbitrary, user-defined datum line), they can be
treated as scalars, thus circumventing the complexities associated

Over the past few years, CFD for general turbulent flow with fully covariant differentiation of vectors and tensors.

has advanced along two major fronts without significant
cross-links Numerically, there has been a dramatic shift away With k and q/ representing the non-orthogonal directions

from simple rectiiear geometries towards complex domains and r being the radial co-ordinate, the transport equation for

requiring the use of body-fitted meshes. A number of strategies any scalar property 4) can be written in the following form:

have been pursue-, but the one which seems to emerge as . r r2  I' {
offering the best compromise between flexibility and algorithmic a prU - q, + prY® - 4,,

simplicity adopts a Cartesian or cylindrical-polar velocity ( 
q J 2

decomposition within a non-orthogonal finite-volume framework -rJS . (I)
Such schemes have been developed, for example, by Peric
(1985), Shyy & Braaten (1986) and Majumdar et al (1989) where U and V are contravariant velocity components,

Moreover, a number of commercial packages - for example,
rLOW3D and FLUENT/BFC - are based on this approach U - uyn - VXr7
Physically, there has been a similarly strong shift away from V - vxk - uyE
eddy-viscosity models towards second-moment closure. This shift
has been motivated, principally, by the rt. :ation that only the J is the Jacobian of the transformation, rJ is the ratio of
latter type of models is able to capture, in any fundamentally corresponding volumes (areas) in physical and transformed (E,rn)
sound sense, the interaction between curvature-related strain space, and S4, contains diffusive terms involving mixed
and turbulence transport. derivatives, sources and sinks, includin, pressure terms in the

case of momentum. For isotropic diftuvity Fb, the q4,-terms
The importance of curvature in all recirculating and are..

swirling flows naturally favours the combination of
second-moment models with elliptic-flow solvers. While this q1 - r , (yr +4

turns out to be a non-trivial task, such models have been

successfully incorporated into a number of recirculating-flow 4t 2 X

algorithms (e.g. McGuirk et al (1985), Gaskell & Lau (1987), q2 " r4, (y x )

Jones & Manners (1988) and Lin & Lesch :r (1989)]. The above terms will be redefined later in the context of
However, with very few exceptions, such schemes are applicable anisotrop.,: turbulence transport.
to Cartesian or cylindrical-polar meshes only, and most adopt a
staggered finite-volume arrangement. One procedure based on Next, the equation is integrated over the volume shown in
the collocated approach is that of Obi et al (1989), but this Fig. 1 to yield, after application of the GauO Divergence
applies to regular grids only, while a scheme by Sebag & Theorem, a balance of face fluxes and volume-integrated net
Laurence (1990) adopts a non-orthogonal, semi-staggered source:,
formulation.

(pr.)e 4,e - (prt))w 4,w + (prV)n 4,n - (prV)s 4's " rJS4,

Combining se:ono ment closure with a non-orthogonal,

collocated scheme is a particularly challenging task Apart from + [ (rqi/J)e + (rqP/J)w + (rq 5 /J)n + (rqb/J)s ]4,p
'ordinary' complexities associated with non-orthogonality, the

main difficulties arise from boundary conditions, the awkward .1 (b
tensorial nature of the highly influential wall-reflection terms in - (rq./J)e PE + (rq,/J)w 4'W
the pressure-strain components of the Reynolds-stress equations,
and from the fact that storage of all stresses at the same + q/ 4,

spatial location is a strong source of numerical instability or (rq2/JY0 N + (rq2/J)S (tS] ... (2)
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Fig. 1: Finite volume and storage arrangement In the last two contributions, ni is the wall-normal unit vector
in the direction i and f = C 0-T k'.ScKn with tin being

The convection fluxes are approximated either by the the wall-normal distance

'Hybrid' (upwind/central-) differencing scheme of Patankar

(1980) or by the quadratic scheme QUICK of Leonard (1979) In principle, the equations of set (5) are discretised in
or by van Leer's TVD scheme MUSCL (1979). The last precisely the same manner as any other for any property i,

scheme is also used for all turbulence-model equations. i.e. the equations are transformed, as expressed by form (2),

nd pressure and then integrated over the finite volume in Fig. 1.As seen from Fig. 1, the velocity components a However, in the course of the discretisation and solutionare stored together at cell-centred nodes. This would normally process, three issues require special consideration, namely
lead to 'chequerboard oscillations' when pressure gradients are
approximated by central differencing, reflecting a computational stability, boundary conditions and the tensorially correct
decoupling between velocity and pressure gradient The ilast issue
dicultyhmay be oveomchoweertby uesi e et hod o arises because the wall-reflection approximations are clearly tieddifficulty may be overcome, however, by using the method of to the orientation of the wall, via f. Each issue is consideredRhie and Chow (1983) which, essentially, introduces a measure separately below.
of artificial fourth-oider pressure smoothing. For the ea : and
north faces of the cell shown in Fig. 1, the Rhie and Chow Boundary conditions
interpolation may, for plane flow, be written-,

In the context of using high-Re transport models of

e - [(u - 6Ep)e + IU ,e (PP - PE)]Yi7 turbulence within finite-volume schemes, it is standard practice
to adopt log-law-based relations to bridge the semi-viscous

3 near-wall region. One feature of this treatment is the solution
- [ v - DVE 6EP e + DVZ ,e (PP PE)]x,1  .. (3). of the turbulence energy or stress equations over the near-wall

cells with cell-integrated productions and dissipation terms

-n [CV DV~ 60n + D e (PP PN) ]E evaluated from the log law.

The treatment adopted here is different and involves a
- [Cu -FlUn 6 nP)n + DU;n- 1 (pp - PN) Jyt (4) prescription of all stresses at the near-wall nodes. Values for

the stresses in the log-law region may be derived by focusing
where )tSpp ' (Pw - Pe)., bnpp (Ps - Pn); on the stress equations applicable to local energy equilibrium,,

0 5Pkk=(, and setting the wall-distance function f=l. Adopting
overbars denote aveiages, evaluated at faces 'e' and 'n', the wall-oriented Cartesian frame of reference shown in Fig. 2,
respectively, from values pertaining to volumes which abut at this route can be shown to lead to:
the face in question, DUt DVE - say at point P - are the
projected areas, AUE and AVE, identified in Fig 1, divided by e2
the coefficient multiplying the velocity Up in the final form of V -n
finite-volume momentum equation (2) (i e for 4b=Up). ,2

The pressure itself is determined by using the SIMPLE el
pressure-correction algorithm of Patankar (1980) This is
modified to include a density-retardation methodology
permitting an accurate capturing of shocks [Lien & Leschziner Fig. 2. Wall- and mesh-oriented co-ordinate systems
(1992)] One example presented later has been computed with
this methodology. ^ ( 4 2 , .-4c, c,+2cic,*+6c +6cc.6cc,)

IMPLEMENTATION OF SECOND-MOMENT CLOSURE 1.098(k + 
2e) - 1.098k

Preseit closure form V - 2('c+ec3'-e - 0.247k

(6)The closure adopted herein is the high-Re Reynolds-stress "_ - 2k - - 7 - 0 653k
variant of Gibson and Launder (1987) In terms of Cartesian
tensor notation, for plane flows, this closure may be written as
follows. _--,./ 5-+1.5c*l 2(-I+e,+e,-2c*) k

a Ie P J 2 i+ 1 .§c . , 3 (c ,+ 2 ',) k

- + - 2 paij( + (5) - 0.255k
3-k  "Dij+P+ ¢IJ

with the last obtained with the aid of
in which

3
.2ZU.. (7)

0 ul~uQ k a~
Dj"Du¢k - Next, the above stresses in wall-oriented co-ordinates must

1u XQ be transformed to the primary Cartesian system in which the

-U. u au velocity-vector is decomposed within the numerical scheme.
-j -p uiu k - - - Px k ,, This can be achieved by:

ij- J ,iji+ ,,ij2+ (PljW1+ *lJW2 1 ]- A' [ j I A .. (8)

Ibj,- -c, p U [ '- Uk] where a is the wall-oriented stress system and i is the primaryk Cartesian one With the wall-oriented unit vectors denoted by

ij2 - - P -Pij Pk] •i and decomposed into components associated with the primary
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Cartesian system, and using non-diffusive discretisation. In essence, the difficulty
arises from the absence of eddy-viscosity terms and a numerical
decoupling of stresses from relsted strains. The problem has

- (t 1 , t 2, 0) been addressed here by extracting apparent viscosities from the

^ (n" (E 0( 7)-transformed partial differential equations governing the
e2 - 2, 0) .. (9) stresses. It can be shown that terms appearing naturally in the

3 0, 0, 1) stress equations allow the interpretation:

as shown in Fig. 2, A arises as: l-c2 + 1.5 c,*(fi+fl) ku 2 (14)

ij - c, + 1.5 c (fi+fj)- (
-s whih iassociated with the strain

0 0 11 %hile for i-j (no summation),

and AT is the transpose of A. Hence,, the Cartesian 2 24 2 c2,(4f-+fj)
stresses may be evaluated as. - 3 c 2 + (" ku- 1 1.(15)

c, + 2cf 1

2 2 - - which is associated with the strain a
_7 77 ,'+ =v 12 + 2u 't U

A A A where c =c 2 c2*, and f, and fi are either fx or fy' as defined

-
7  

t + =V n2 + 2u-'v' t 2n 2  (11) by equation (12) Insertion of the above viscosities into the
u-momentum equation, for example, leads to.,

u'v - t t 2 + nn 2 + u'v
-  

(tn 2 4 t 2n 1 )J u
-', 2  2,

The above stresses are used as boundary conditions for the q, .. (16)

inner field q2 - pI Y2 + p,1 2 x2

Wall-reflection terms S4, - - {(ry ) a u - a uy

The task at hand may be illustrated by focusing on any -

single curved wall, as shown in Fig. 2, with the wall-normal a :-. a
vector being (n,,n2 ). The wall-distarce function f may then - (- rx ' u, - (rx) Puvy
be related to Cartesian, velocity-oriented components by w (17)

with

f- ni
2 
f; fr - n, F, r\y - n, n2 f .(12) ux a2

P - p + Pu 1

With the above transformed wall-distance-function components, uv 2 (18)
it can be shown that the stress equations (for 2D plane cases) P - p + Pu y
may be written-

C,J - Dij - 0, Pi, + c2 P22 + (13 P,, + 0.5 an P pux Pu- + (rJ)
+ p ! ( a , =W + a , = + a , u v ' ] + a0 p r ( 1 3 ) +u

055 -pUy - u
-'  + (ry() u11

11 P y pW (r J)

with the n-coefficients tabulated below for u' 2, v' 2 and u' v'. .. (19)

UlU.j - u.u _- v' , - pv - + (rj) (-rx,), ut

0, - 1-c 2 + 2c2*f X  01 - - c2*f X  a, - t 5 c*fxy puvy - v+ )r2 (rx u
(r J)

02.C2*fy a, - I - c, + 2c2*f y a, - 1 5 ixY The addition of normal stresses to the pressure, as done

03 - *fxy a3 - C2*fxy 0 1- I - c in relations (18) which are inserted into equations (17), is of

+' .5c 2*(fX+fy) considerable significance to stability, in the context of the Rhie

2 -2& 
Chow interpolations (3) and (4). It should be evident that

a, - I (c, - 2C*fr 04 - (c, - 2c,*f Y ,r - - 2c,*fxy the interpretation of normal stresses as pressure fragments

+ c 2*fy), + C2*fx )  means that any cell-face velocity is not merely sensitised to the
pressure differences centred on that face but only to the

(TS- "-(c,+ 2(,, fX) 0 s - c; f, o - - 1 5 c; fxy normal-stress difference. In effect, this practice introduced

- c(aitificial) fourth-order normal-stress diffusion in addition to
a, - c; y 0, - - ,(c, + 2c, fy) a, - - 1 3 c; fxy fourth-order pressure diffusion.

, - - C, fxy a, - - cK fxy 0, - - (C, RESULTS

2 - The capabilities and performance of the above methodology
are exemplified by three examples., a flow behind a

a:, -coefficients i equ-tjn (13) backward-facing step [Durst & Schmidt (1985)] computed witha deliberately distorted mesh, a flow through a sinusoidal pipe

The abu'c ., ;d , w avc been derived via two entirely constriction [Deshpande & Giddens (1980)] and a transonic flow

different routes, , volving the direct insertion of the over a channel bump ['Case B' of Delery (1983)] in which the

wall-distance transformntions into the wall-reflection terms of shock induces boundary-layer separation. All cases are

equation (5) and the oiber proceeding through a rigorous two-dimensional, although the code (in conjunction with

transformation of all terms in bijw. Both routes are found to eddy-viscosity modelling) applies to and has been used for

lead to identical results (details may be found in Lien (1991)) three-dimensional flows, including multigrid acceleration [Lien &
Leschzincr (1990)].

Fig. 3 and 4 compaic k-e and Reynolds-stress-model

Low iterative stability is a serious difficulty in ellitc calculations performed with a 200x50 grid, with the aid of a

solvers, particularly those based on a collocated arrangement 3-level multigrid convergence-acceleration scheme, for Durst &
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Schmidt's step. QUICK was used to approximate the convection the normal shock with the wall boundary layer. Fig. 10
of momentum, while convection of turbulence quantities was compares the predicted pressure variations along the bump wall
discretised by means of the MUSCL/TVD scheme. Only and the duct-centre plane with Delery's experimental data. The
streamfunction plots and a few velocity profiles have been centreline variation has been included to convey the
included here, although extensive comparisons with experimental shock-capturing capability of the procedure; this is not well
data have been performed. The experimental reattachment brought out in Fig. 9, the appearance of which is marred by
length is about 8, and twe stress model is seen to predict this minor oscillations around the shock. The characteristic pressure
value well. However, there is some evidence that grid plateau in Fig. 10 is a reflection of the separation zone, and
skewness generally increases sensitivity to grid density, and the comparison gives a clear indication that the Reynolds-stress
hence further grid refinement is needed to justify confidence in model is considerably more sensitive to the shock, yielding
the predicted solutions, indeed, closer inspection of the earlier separation and a more extensive recirculation zone.
streamlines reveals 'kinks' whose positions coincide with those at This behaviour is broadly consonant with that observed earlier,
which the grid disposition changes abruptly. Whilst there are particularly in the previous pipe constriction. The higher
no dramatic differences between the solutions returned by the sensitivity of the boundary layer to the shock predicted by the
k-c model and the stress closure, the latter e%;dently predicts a stress model is confirmed by the velocity profiles given in Fig.
longer recirculation zone, a secondary corner eddy and steeper 11. Evidently, separation occurs earlier (the first location,
shear strains in the curved, separated shear layer. All may be x/H=1.9, is within the X-shock), and the displacement of the
attributed to curvature-induced attenuation of turbulence and boundary is larger;, indeed, displacement is too large, which
have been obseived in previous calculations of similar flows then inhibits recovery downstream of the reattachment point.
Contrary to observations by Obi et al (1989), Lasher & Further results for velocity and turbulence quantities may be
Taulbee (1990) and Sebag & Laurence (1990), no abnormal found in Lien (1991). It is finally interesting to note that
reversal in the direction of the separation streamline is earlier calculations by Dimitriadis and Leschziner (1990) for a
predicted as the point of reattachment is approached. This similar transonic flow (Delery's 'Case C') with a cell-vertex
defect has been attributed to an inappropriate amplification, scheme and an algebraic variant of the present Reynolds-stress
rather than attenuation, of the wall-normal turbulence intensity model show differences between k-c and stiess-model solutions
by the wall-related contribution to the pressure-strain model, which are quite similar to those reported here.
()W2 One might suspect that the severe grid skevness at the
lower wall could have suppressed the manifestation of this CONCLUSIONS
genuine model defect However, test calculations by the
authors with a Cartesian mesh, somewhat coarser than the The paper reported the successfui inclusion of full
20050 non-orthogonal one, yielded a solution very similar to second-moment closure into a general, non-orthogonal,
that shown in Fig 3. lnter-stingly, a replacement of the collocated finite-olume scheme in which convection is
rounded (experimental) inlet profile by a uniform one was approximated by essentially non-diffusive convection schemes.
found to provoke a directional reversal of the separation Particular emphasis was put on numerical practices pertaining to
streamline On the other hand, ?he present authors haveobserved that variations in the treatment of wall-boundary stability, wall-boundary conditions and the wall-related
conditions can have a considerable influence on the manner in fragments of the pressure-strain model. The application
whnihthens sanvepa onsrale approceso the reahein examples reported, whilst necessarily giving a rather superficial
which the separation streamline approaches the reattachment and incomplete view, serve to reinforce earlier ob .ervations
point Hence, the authors are not entirely convinced that the that, for separated flow, second-moment closure offers benefits
the anomaly is linked solely to ct'JW2 relative to the eddy-viscosity framework. They also confirm

F~gs 5 to 8 show solutions obtained with the high-R- k-( previously reported weaknesses, however. Thus, there is
model, a low-Re k- variant of Lien (1991)+ and with the evidence of an insufficient rate of recovery following
stress-model for the flow through Deshpande & Giddens' reattachment, and of an erroneous representation of the

sinusoidal pipe constriction As in the previous case, a eattachment process itself. The latter may be alleviated, but

combination uf QUICK and MUSCL was used for approximating not eliminated, by modifications to the wall-function-based

convection, here over grids vaiying between 120x24 and 120x40. near-wall treatment, and this points to the need for new

The comparison of streamfunction plo'. in Fig 5 reveals some proposals for modelling the influence of wall-induced pressure

trents which are consistent with those observed in the previous reflections on the pressure-strain process
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Abstract Ope, Opu,(e + P/P) Ou,r, Oq,+

An important aspect of supersonic combustion is the proper mixing of of O , 77 O,+

fuel and oxidizer In the present work, temporal direct numerical siUU n , 0 OY
lations of the reacting compressible shear layer are presented Although - + H L(pD") - "-j,
the Reynolds number is low, we believe that the general flow structures 9 Or, O x. 9

found are characteristic of "shat would be found for the large scale struc- 9pY.+ pu -(pD ) - rb
tures of high Re) nolds number turbulent reacting compressible mixing at oz. ex, Ox,
la)ers Results indicate that ith heat release and at large Mach num-
bers, the nong of fuel and oxidizer by large-scale engulfment of fluid The chenucal scheme is single step and irrevernible and the reaction rate

from both sides is not likely to occur Instead, fluid from each of the is
free streams is first mixed with product and then diffuses to the reaction W = Ap2YjYe

1- Z
e

T

zone
Ze is the nondimensional activation temperature, chosen equal to 2 The

1. Introduction heat flux is q), r, is the viscous stress tensor, ei = e, + uI/2 is the

For the plane reacting compressible shear layer, the existence of two total energy density, and Y! and Y. are the mass fractions of fuel and

maxima of the mean density-Norticity profile (;=) leads to the existence oxidizer The heat release parameter, defined as 3 = AHI/(CT) is

of tao distinct iistabiit , modes, the 'outer modes' (11 Each of these chosen equal to 2 The vorticity thickness 6,., is used as the characteristic

outer modes is associated witl one of the free streams Its greatest length, and the reference temperature and viscosity are those of the fast

disturbance amplitudes occur in this stream and its phase velocity is stream The velocities are nondimensionalized by the sound velocity of

comparable with tie mean velocity at the F peak in this stream the fast free stream In the present application, Sc = Pr = Le = 1,
/n = p ,1 (T/Tfq)" r, the Mach number of the fast stream is M, = 3.2

The development of two-dimensional and three-diiensional reacting and the Mach number of the slow stream M2 = 1 6 yielding a convective
mixing la~ers has been simulated to stud, several aspects of the evolution Macl number Af, = 0 8 and flame convective Mach numbers M11 =
of the la~er, including '(1) non linear effects associated with the growth M12 = 0 3 The flame convective Mach numbers are defined by.
of a single node, (2) the interactor, between the fast and the slow outer
modes and its consequences on the nuiumng process, (3) tile absence of U- - ( + Ml
pairing for compressible reacting mixing layers and its consequences oi iI = ( +-- )
the mechanism for the mixing layer growth, and (I) the oblqiuty of the- U2  +cf
large-scale structures

Two-dimensional sinulations are performed using ati extension of the "If1 2 = --"' '7- M
Poinsot-Lele code [2] for diffusion flames A Pade scheme with accuracy 2

ofsi\th order in space and third order Runge-Kutta in time is used [3,4]
All the calculatuois are performed on a regular nesh, with equal mnesh where F did Z7 are the sound velocities ii the fast stream, in the

sizes in the x (streanuwuse) and the (cross-stream) directions I hue slow stream and in the flame region, and Ul, F2 and U1 the fluid velocities

Sand nin those regions As noted by (11, the flame convective Mach numbers
oundary conditions are periodic in d non-reflecting y are likely to be the preferred parameters for correlating compressibility

The iiean flow consists of a reacting plane free shear layer between effects Ilere, for flame convective Mach numbers equal to 0 3, the large

a los-speed air flos and a high-speed mixture of fuel and inert gas The scale structu-es should be two-dimensional
mean velocity aiid temperature profiles are initialized using the com- The miass fraction of fuel and oxidizer are both equal to 0.2 The molar
piessuble boundary la)er equations A self-sinular solution is obtained, mass and the ratio of specific heats are constant The Reynolds number
by assuming an iifinite reaction rate, Prandtl and Lesis numbers equal and /lamkohler are defined as
to unity, constant specific heats, and viscosity i proportional to ten-
perature T Perturbations are added to the iiean profile in the form of Re = AUPrf
eugenfiunctuons of unstable modes from temporal linear stability analy-
sis, in which viscous and molecular diffusion effects were ignored. Unless Da = ApY,,e-ZITJ.,/AU
otherwise specified, the amplitudes (defined as the ratio of the largest
velocity fluctuation to the fast-stream velocity), are 0 002 for the funda- For a reacting shear layer, the large variations of transport properties due

mentals and 0 0004 for their subharmomcs to temperature variations requires the use of large Reynolds numbers.
In our -m-ulations we hasc uscd a Re)cnolds number equal to 4000, and

,fle fluid dynains equations solved are- approximately 150000 grid points in 2D.

Op O9pu, Three-dinnensional simulations are performed using an extension of

+ - = 0, the Sandham-Reyiiolds code [5] to diffusion flames. I'lie main purpose
0i O9x, of this 3-D run is to study the effects of heat release on the obliquity

9pu, Opu~u, + Op Or,, of the large scale structures of the compressible reacting mixing layer.
0i + OZ, O, = 09Z, A Pade scheme with accuracy of sixth order in y, Fourier modes in x
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.... .... (d) . . . . . ,C) (d) - --

FIGURE I Contour of (a) pressure, (b) vorticity, (c) mixture fraction FIGURE 2 Contour of (a) pressure, (b) vorticity, (c) mixture fraction
and (d) reaction rate of a typical large scale structure of a low Mach and (d) reaction rate of a typical slow outer mode of a compressible
number (A., = 0 05) no heat release reacting mixing layer reacting shear layer (Ai, = 0 8) with heat release (T1 = 3)

and z and third wrder Runge-Kutta in time are used A hyperbolic oxidizer and hot product are mixed by the large-scale structure The
tangent mapping is used to keep the majority of the grid points in the chemical reaction occurs at the interface of the fuel and the hot mixture
vortical region of the la)er "Ihe boundary conditions are periodic in x of product and oxidizer, and no additional flame surface is created The
(streamnise direction) and 7 (spanwise direction) aid non-reflecting in slow outer mode generates radiating pressure waves in the fast stream
the y direction The angle of those waves (sint? 1/(M1 - M2 )) and the absence of such

pressure waves in the slow stream, indicates that the slow outer mode
The initialization and the notation are the same as in the two- approximately travels at the slow stream velocity

dimensional simulations One 3-D simulation has been performed using
6lx300x64 points 8 instability modes were included in the simulation Figure 3 shows the time variation of the kinetic energy of the slow
one fast and one slow outer mode, their subharmoiics, one fast and one outer mode The energy grows, saturates and then sharply decays. This
blow 45 degree mode and their 45 degree subhiarntiis The amplitudes decay is related to the existence of the radiating pressure waves, carry-
of the fundamentals dre 0 002 and the amplitudes of their subliarmonics Ing energy away from the la)er This behavior is different from what is
0 001 observed for non-reacting incompressible mixing layers, where after sat-

uration of the instability mode, the vorticity thickness and the kinetic
2. 2-D simtulations results energy in that mode exhibits a damped oscillation in time [5]

The 2-D simulations confirm the existence of the outer modes for com-
pressible and incompressible shear layers For compressible reacting 2 2 Interaction of the fast and slow outer nodes
shear layers, it is shown (1) that the fast and the slow outer mode
develop without interacting and (2) that no pairing occurs between one 2-D simulations of reacting shear layers initialized with only the fast and
outer mode and its sutbliarnionic F'or Inconipressible shear layers, simu- the slow outer mode indicate that the two outer modes simultaneously
lations initialized iith the fast and slow outer modes and their 'central develop oin their respective side of the mixing layer without interacting
subharmonic' leads to the coupling of the outer modes, suggesting that Figure 4 shows the results in this case at the same time as ii Fig 2
(3) the outer modes are not the significant instability modes of tile re- The amplification rates of lie two outer modes being different, the slow
acting incompressible shear layer mode is almost at its saturation point whereas the fast outer mode is

still growing. Opposite results can be found depending on the position of
the flame, on its temperature and on the free stream temperature ratio

2 1 Overview of one compressible outer mode [1] Each outer mode generates radiating pressure waves in the opposite

2-D simulations initialized with only the slow outer mode show that stream, modulated at the frequency f = L,/(.Tj - U) where L, is the

this mode develops on its respective side of the reaction zone wit'. it wavelength of the instability modes The time variation of the maximum

spreading across the whole layer Sumilar results are obtar, i for II,,- reaction rate (Fig 5), vorticity thickness, and maximum vorticity also

'as. o er oeexhibits this oscillatory behavior, due to the constantly varying phase
difference betv en the two outer modes.

For later comparison, figure 1 shows the fluctuations of (a) pressure,
(b) vorticity, (c) mixture fraction, and (d) reactioin rate for a low Mach Note by comparing with Fig. 2 that the slow outer mode is not

number reacting mixing layer without heat release Note the large-scale diturbed by the presence of the fast outer mode The vorticity and

entraiimeiit of fluid from both sides by the instability mode and the mixture fraction contour overlap in the slow side of tle mixing layer. The
fast outer mode remains associated with the fast free stream and only
mixes fuel and product, whereas the slow outer mode remains associated

Figure 2 shows the corresponding results for a typical developed slow with the slow free stream and only entrains oxidizer and product This
outer mode of a reacting compressible shear layer. Only the vortical suggests a two-step mixing process where fluid from each of the free
region of the computational domain is shown The Damkohler number is streams is first mixed with product and then diffuses to the reaction
equal to 6 but similar results are obtained for lower Damkbhler numbers zone as described in Fig. 6.
IHere, fuel is almost undisturbed and diffuse to the reaction zone, while
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P'RcUME 5 'lime variation of the namxinini reaction rate for the These results are significant in terms of the effects of the outer modes

reacting compressible shear la)er of figure 4 on the reaction rate For incompressible react,mg mixing layers, large-

scale structures increase the flame surface area, which increases the total
reaction rate For compressible reacting shear-layers, the mechanism
is different The reaction zone remaiis plane and no additional flame

5iagnatton points for the surface is created, but the large scale structures feed the flame region
Fuel fast outer mode with a hot mixture of fuel and product on one side and a hot mixture

Sof oxidizer ani product on the other side The local reaction rate gets

U I larger, thus increasiig the total reaction rate

.'.................. - -2 3 Interaction of the outei mode with its siibhorsionic

In fit thie third section of our work we examine the interaction of one outer
' , ,. mode with its subharmonic for reacting shear layers. For non reacting

nuxiig layers, the usual mechanism of interaction is pairing, where en-
Oxidizer ergy is transfered from the fundamental to the subbarmonics in one eddy

Stagnatlon points for the turnover time Figure 8 sketches the phase velocities of the instability
s to. outer mooe modes of a reacting mixing layer versus wavelength at two different Mach

numbers [1] Note the absence of central iistability modes at high Mach
numbers.

For reacting incompressible shear layers, simulations [71 indicate that

FiIGtRE 6 Schematic of the reacting miixing layer the energy transfer does not occur in one step as in the ion-reacting

case. The phase difference between the fundamental and its subliarmonic
(which is a central node and thus has a different phase speed from the
outer modes) is constantly changing in time and energy is transfered from

the fundamental to the subharmonic through a succession of pairings

The existence of two bumps on the pdfof the mixture fraction Z (Fig and tearings Simulations initialized with the fas. and slow outer modes

7a) confirms this two-step mixing process Une bump is located at Z = and their central subliarmonics show that the outer modes interact and

0 75, corresponding to equally mixed fuel (Z = 1) and product (Z = 0 5) couple, resulting in large-scale structures similar to what is observed for

and the other one at Z = 0 25 corresponding to equally mixed oxidizer non reacting shear layers. This result suggests that outer modes are not

and product Note the absence of product here, which markedly differs significant instability modes for incompressible reacting shear layers.

from the typical low Mach number nom.reacting shear layers results. The
mixture fraction exhibits two ramps (Fig 7b), reminiscent of the ramps In the reacting compressible case, no central subharmonics exists.

experimentally observed by Clemens in the non reacting case at Mc=0.62 The fast outer mode has fast outer subharmonics and the slow outer

(6]. Those ramps are the direct consequence of the existence of the outer mode slow outer subharmonics Our simulation shows that pairings

modes, with the Clemens results suggesting that outer modes might be do not occur between outer modes and their subliarmonmcs. The time

present at moderate convective Mai numbers even in the non reacting variation of the kinet, energies of one fast outer mode and of its sub-

case. harmonics, shows that those two modes grow, saturate and then decay
independently from one another, similar to what we observed in Section
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2 1 ']his suggests that (1) unlike what was observed for tilie incom-

pressible lion-reacting shear layers, iii thle reacting compressible case. a t
large distributiomi of instability modfes will be present at a given time
in the shear layer, all having different growth rates, with some growimig, C:2
sonmc saturating aiid sonic decayig l'ast outer modes will remain in thle
fast sublayer and slow outer miodes iii thle slow sublayer (2) The growth
mechanisn iull miot be thlroiigh pairuing but will result from the various

growth rates of all tile, instlabuluty modes puresenit iii thme layer at a given a ____________________________________________

uInstant of tiime 0 1 0 20

3. Early 3-D siiiiilatioiis results time

Three diinional dlirect nuiiierical simiulatious %ere used to investigate
thme following qjuestioni Does heat release cause the large structiires of
thme reactinig shear layer (slow ouiter modes in tlie slow sublayer aiid fast I'cui5, 9 Tuime variation of the total kinetic energy of the 2-D anul

outer mnodes in the fast sublayer) to remain two-duinensuotual at high 45 dlegree ist ability imodes

Nfacli numubers as predlicteud hy linear stability amalysus This result is
important in ternus of its effects oil the emitrainimient and the siibseqiieiit
mixing process At t his writing, the suiulation has been run for SOhiotirs
on the Cray-YNIP Thle flow time iuotu-dimiueiimomaized by the fast stream
velocity and thle initial vorticity thickness is approximately t=22 which
is still iii the liiiear raiige Guide(] by 2-1) simulatioins, we estimate iion- At tis point of the simulation no interaction is observed between the
liiiear effects to becoiie significant arounid t=40 Figure 9 shows the fast and the slow outer modes The perspective view of the ingh vorticity
variatioii of the kinetic energy of the various modes Note that the 2- region (vorticity magnitude equal to 90% of the maximum vorticity)
1) miodes grows aiguuuf'cantly faster thiaii the 3-D ones, thus confirmuing show the existence of the two sublayers inside the shear layer (Fig. 10)
litiear stability results 'fle growth rate agrees well with values obtainued 'rhie hot flame region separates the two sublayers and is unaffected by thle
using the linear stabuility atialysus presence of the instability mordes. no additionial flame surface is created
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IliiI it 1 10 -urface ofmcilll a soriicitN (90% of tl( ilia\iiiiuinl Ior(iici I v I' F it RII I Siirlare C) (,)ltlti %orticity ('Lo /nia\untiiiu vorticity ait

'At timec I='c20I) tunle 22)

Figure I I shows thle same iiiformation as in Fig 10 at a slightly ilif- RIE E) Cs
fereni time Note that although the timie lag between the two figures is 1Paile Iiidle ojs IA ArN 10:9(91
smnall, tie appearanice of ih ix uing layer has marked ly changed The I Plihliot 0 11 Iid Wee < Alol diyoid os 917:r dir1t9i9ii)
two layers are travelling at two differenit speeds aiii "snapshots' t akentionut 1 n LlSKBudr odiin o ietsn
from (ie Lop or the side of tile mixiing lav er are constantly varyinig wcitih latiotis of coilpressible 5 iscolis reactLing ljows UI I? iaiuiicrilit 102
time This suggests that clearly organizeid structure will he harder to Stnfr U SK iver apr o 9-3

di.tinguish iti the reacting comupressible case than iii thle non-reacting 3 eeSKAI PprN 907
Iicomipressible case E xperiment ally, loukiiig at their iiid rect iaiiifes- 4 ray, A A Very loiw storage titme ads anceiucut sclieiiies Initernal

tatous, such as pressure w aves will he a wasy to establish their existence report, NASA Amies Research Cenuter
5 Satudhuai, N 1) and Reynolds, XV X u uneocal invest igatioii of the

Siuulationi is contutuuinuz on both the Cray YNIP anid the liypcrciibe, compressible inuxiig laver R~eport I, I) Saiiforrl tUniversity,
to stusdy thle uIteractin bietweencl fii dainent als and su bhiar mou~rs as well 6 Clemens, N T An experimental iiivestigat ion of sc.alur iii 11ung in the
as initeractioii between fast and slow outer moihes From our 2-D uniula- siipersoiiic shear layer PhI 1) Thesis, Stanford Uiiersity, 1991
Lion results the expected results are an absence of plairing (energy being 7 PI anclie 0 11 Phi 1) thesis in prepiaration A iircal investigation
traiisfered continuously froni the fuindamental to the subhia monic, in- of the comipressible reac tiiig miuxing laver St anforid Enusersuty
stead of in one timec as in pring) and an absence of interaction between ACKNOWX.I)GEME~'li er ssu~oudb h FS
the fast arid the slow muodes NETTi oki upre yteA'S

program in supersonic combustion Couputational support is proviided
4. Conclusions through the NASA/Statuforil Center for 'hurl, lenice Rlesearch:

Temporal 2-1D arid 3-D direct turinerucal simulations have beeri used to
stuidy the larg-scale structures of comipressible reacting mixiiig layers
Our resuilts indicate that reacting compressible shear layers can be seen
ais the reuniion of tao ilon-untercating fast amid slow aublayers Instability
modes developing in the fast or the slow siiblayer were shown to be
two-dinmeniuornal and rio pairiiig was oibserved in our simulationis It was
shown that initxingof fuel and oxtidizer by large-scale entraminent of fluid
from buoth side was not likely to occur for reacting compressible shear
layers, amid] a two-step rmixinig niechiaiiisnm was proposed where fluid from
each of the free streams is first riuixed with proiduct and then diffiises to
the reaction zone
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In contrast to the results of Feiereisen et al., our simulations which
ABSTRACT start with incompressible initial data develop significait rils levels

The present study investigates compressibility effects on turbulence of dilatational velocity and density We find that the growth rate
by direct numerical simulation of lioiiogeneous shear floi A primary of the kinetic energy decreases with increasing Mach number as well
observation is that the growth of the turbulent kinetic energy decreases as increasing rims density fluctuations and show that the compress-
with increasing Mach number The compressible dissipation and tile ible dissipation and pressure-dilatation contribute to this effect Since
pressure-di!atation are shown to contribute to the reduced growth of these dilatational terms are important consequences of compressibil-
kinetic energy Models are proposed for these dilatational terms and ity, we propose models for the pressure-dilataton and compressible
verified by direct comparison with the simulations. The differences dissipation to be used it computations of engineering turbulent flows
between the incompressible and compressible fields are brought out Further details on second-order moients, thermodynamic statis-
by the exanination of spectra, statistical moments, and structure of tics, probability density functions and higher-order moments cas be
the rate of strain tensor found it Sarkar, Erlebacher and |lussait (1991) and will not be dis-
1. INTRODUCTION cussed here It this paper, we will present new results comparing

We consider the case ofspatally hcitiogeneous turbulence sustained the compressible and incompressible components by examination of
by a parallel mean velocity field a = (SX2, 0, 0) witl. a constant shear spectra and structural statistics of the rate of strain tensor
rate S (see Fig 1) Such a flow is perhaps the simplest idealization of 2. GOVERNING EQUATIONS
turbulent shear flow %%here there are no boundary effects, and where The compressible Naier-Stokes equations are written in a frame
the given mean flos is unaffected by the Reynolds stresses Neverthe- of reference moving with the mnean flow Ui This transformation,
less, the crucial mechaismsof sustenance ofturbulent fluctuations by which s'as introduced by Rogallo (1981) for incompressible homoge-
a mean velocity gradient, and the energy cascade down to the small neous shear, removes the explicit dependence on lil(x2) ii the exact
scales of motion are both present in this flow. equations for the fluctuating velocity, thus allowing the imposition of

The homogeneous shear flow problem has been studied experimen- periodic boundary conditions in the x2 direction The relation be-
tally by Tasoularis and Corrsin (1981) among others Rogallo (1981) tween x,' and the lab frame z, is
and Rogers and Mon (1987) have investigated the incompressible ho-
mogeneous shear problem at great depth through direct nunimerical X i = xr - StX2 , .2 X. , .X£ = X1

simulations These simulations, albeit at low turbulence Reynolds
numbers, have provided turbulence statistics which are in good agree- ll,'re S de iotes the (unstalt shear rate ul 2 In the transformed fraie
ment with expeitnents performied at relatively higher Reynolds nunl- x£, the compressible Navier-Stokes equations take the form
bers Furthermore, since the simulations provide global instantaneous
fields, the turbulencte can be studied in much greater detail than in Op + (pru), - St(pu2"),I = 0 (1)

phys:cal experiments
Recently there has been a spurt of activity in the direct numeri-

cal simulation (DNS) of three-dimensional compressible turbulence O9(pu,') + ' = + S',:,,

Decauing isotropic turbulence has been studied by Passot (1987), Er- + St(pns'2s'),t + Slp,1
6
,2 - Str',2,i (2)

lebacher et al (1990), Sarkar et at (1989), arid Lee, Lele and Main
(1990) The simulationsof Erlebacher et a (1990) identified differ-
ent transient regimes including a regime with weak shocks, arid also (7P + ni/p,j + 7Pu;., = StU 'p.I + " StP'.2,1 + (Sm
showed that a velocity field which is initially solenoidal can develop a + (7 - I)a[T, - 2SfT.i2 + S~tT~u] (3)
significant dilatational :omponent at later times Sarkar et al "(1989)
investigated the statistical moments associated with the compressible P = pRT (4)

mode in their simulations, and determined a quasi-equilibriuni in these where P = 7,u u"; is the dissipation function, u,' the fluctuating veloc-
statistics for moderate turbulent Mach numbers which was then used ity, p the instantaneous density, p the pressure, T the temperature, R
to model various ddatational correlations Lee, Lele and Moin (1990) tire gas constant, and x the thermal conductivity The viscous stress
studied eddy shocklets which developed in their simulations when the Is
initial turbulent Mach number was sufficiently high (Mi > 0 6) Kids 2
and Orszag (1990) primarily studied power spectra, and energy trans- : - + uj.) - P~ uk.k)b,)

fer mechanisms oetween the solenoidal and dilatational components where li is the molecular viscosity - '.;ch is taken to be constant All
of the velocity in Iheir simulations of forced isotropic turbulence the derivatives in the above ,,ys, m are evaluated with respect to the

Physical experimeats have not been and perhaps cannot be per- transformed coordinates xr
formed for homogeneous shear flows at flow speeds which are suffi- A Fourier collocation method s used for the spatial discretization
ciently high to introduce compressible effects on the turbulence How- of the governing equations A tlii I order, low storage Runge-Kutta
ever, direct numerical simulation of this problem could provide mean- scheme is used for advancing ti.- ... lution in time.
ingful data, especially simce DNS for the incompressible problem has 3. RESULTS
1:en successful in giving realistic flow fields The compressible prob- We have performed simulations for a variety of initial conditions and
lem was considered by Feiereisen et al (1982) who performed rel- obtained turbulent fields with Taylor nmcroscale Reynolds numbers
atively low resolution 643 simulations and concluded that compres- Re) up to 35 and turbulent Mach numbers Mt up to 0 6. Note tuat
ibility effects are small. Recently Blaisdell t al. (1990) have also ReA = qA/v where q = F and A = q1V ,, while M, = q[F
considered compressible shear flow. We have performed both 96' and where is the mean speed of sound. The computational domain is a
1283 simulations which have allowed us to obtain some interesting new cube with side 2r. The results discussed here were obtained with a

results regarding the influence of compressibility on the turbulence. unifr side orl the cutioa do ain
Uniform 962 mesh overlaying the computational domain.
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3.1. COMPRESSIBILITY EFFECT ON KINETIC EN- equipartition between the kinetic and potential energies of the fluctu-
ERGY ating compressible mode. DNS of homogeneous shear shiows that the

Figs 2-5 show results from simulations which start with incompress- partition factor F approaches and oscillates around an equilibrium
ible data, that is, density is constant and the divergence V i = 0, but value of approximately 0 95 indicating that approximate equiparti-
have different initial Macl numbers MA,0. The initial pressure is cal- tion in the energies associated with the compressible mode holds in

culated from the Poisson equation, and the temperature is obtained the case of homogeneous shear too

from the ideal gas equation of state The DNS results of Fig. 2 show 3.2. COMPRESSIBLE AND SOLENOIDAL SPECTRA
that thc level of the kinetic energy K at a given time decreases with The Fourier component of the velocity is decomposed into com-
increasing M,,0 Thus an increase in compressibility level, decreases ponmnts perpendicular and parallel to the wave number vector from
the growth of turbulent kinetic energ) in the case of homogeneous which the solenoidal spettrum E.(k) and compressible spectrum E,(k)
shear flow See Table I for the Initial parameters of the DNS cases are calculated Fig 4 compares the solenoidal and compressible spec-

In order to explain the phenomeon of reduced growth rate ot ki- tra at St=7 (when M = 0 43) for Case 3 The slopes of the compress-
netic energy, we consider the equation gov'ernig the kinetic energy of ible and incompressible spectra are similar for the intermediate wave
turbul enegyhweoco neous shear which is numbers 10 < k < 48 The solenoidal spectrum at St = 7 is com-
tipared in Fig 5 between Case I which is an incompressible run and a

compressible run (Case 3) Case 3 has initial Mt = 0.3 and the initial
(l) = 7P - pf, - Te, + 7 (5) velocity and pressure fields are the same as in Case 1. Fron Fig 5 :,

dt appears that the shape of the solenoidal spectrum in Case 3 is not al-

tered in the intermediate wave number range from the incompressible
where P = _S7u.sis the production, t, = the solenoidal case, even though the compressible fluctuations are non-negligible -
dissipation rate, ce = (4/3)1d' 2 

the compressible dissipation rate and Prm/P = 0 12 and Xk = K,/K = 0.05 lHowever, the pressure spec-
p'd' the pressure-dilatation The last two terms represent the explicit trum in Fig. 6 shows significant differences between Cases 1 and 3 In
influence of the non-solenoidal nature of the fluctuating velocit, field the compressible case, the pressure spectrum seems to be relatively
in the kinetic energy budget The overbar over a variable denotes a flatter than in the incompressible case.
conventional Reynolds average, while the overtilde denotes a Favre 4. MODELING THE DILATATIONAL TERMS
average A single superscript ' represents fluctuations with respect to We showed in Fig 3 that the compressible dissipation c, and the
the Reynolds average, while a double superscript " signifies fluctua- pressure-dihatttion F contribute significantly to the kinetic energy
tions with respect to the Favre average budget and 'nerefore require modeling. In Sarkar et al (1991) we

The quantitative coitribution of the pressure-dilatation and coi- proposed a model for the compressible dissipation , = aI(,Af, 2 
babed

pressible disbipatios to the kiietic energy budget is shown in Fig 3 on an asymptotic analysis and DNS of isotropic turbulence. Fig 7
It can be seen from Fig 3 that these terms act as a draii on the ki- shows that, after starting from a variety of initial conditions, ce
ietic energy, and can modify the the kinetic energy budget )y as much 0.5c, M, suggesting that aI = 05
as 25%, The pressure-dilatation i d' (solid curve in Fig 8) is highly Our direct numerical simulationsof isotropic turbulence and hono-
oscillatory Though FT can be both positive or negative it tends to gencous shear flow provided a data base for the pressure-dilatation and
be predominantly negati'e suggested a theoretical approach towards modeling it The evolution

Th, -edommantly negative values, of in homogeneous qhear is of the pressurr dilatation FT for case 3 is depicted by the solid curve
ii contrast to the predomimantly positive values reported ii Sarkar et in Fig 8 From numerical experiments, it was found that the nominal
al (1989) tor the case of decayiig isotropic turbulence. To understand time period of the oscillations in p'd' decreased approximately linearly
this contrasting belasior of Fd- 

we write the exact equation for the with the speed of sound This suggested that one could isolate the

pressure variance which is applicable to both these flows oscillatory part of ' by decomposing the fluctuating pressure p' into
the suns of an tincompressible part p' and a compressible part pCf

-Y' 27T d' - (27t - I)Fp'p - 2ep + Op (6) The component p" is associated with the incompressible velocity field
u

t 
wl'mch is divergence-free (V u

! = 0) and satisfies the usual Poisson
where o. is a term depending on mean viscosity and mean condctiv- equation
ity which is negligible compared to e, Ilere cp = (-t - ) p2P ' 

= 2p uu- ,,.-u',u (8)
and can be called the pressure dissipation term by virtue of being a and the remainder p' - p' is the compressible pressure pc' Since
sink on the rhs of Eq (6) Comparing Eq (5) and Eq (6) it is clear
that 11d' acts to transfer energy between the kinetic energy of turbu- p, = Pt + PC,
lence 7K and the potential energy of the turbulence 7/(27y). In the
case of homogeneous shear the rms values of the velocity and pressure we have
increase with time Now, the third term on the rhs of Eq (6) is always 7d' = 7d' + 77d'
negative and therefore a sink for the pressure variance For small p'/f
we can neglect the second term on the rhs of Eq (6) with respect to Fig. 8 shows the evolution of pc'd' and pId' for Case 3. The os-

tcillatiois are substantial only for 'd, and furthermore, the peaks
the first term. Therefore for/7 to increase with time, a sou~rce term and valleys in the evolution of pC'd' in Fig. 8 seem to be much more
is necessary which implies that id' be negative i accord with theart
DNS result, We note that a similar analysis of the equations for P,

2  
the relative importance of the two components pC'd' and Pl'd' of the

and T'2 
indicates that 7-_ and T71 also have to be predominantly pressure-dilatation is the evolution of the turbulent kinetic energy,

negative in this flow we calculate the time integrals of these components. The integrated
In decaying isotropic turbulence p' must decay with time, however, contribution of p' is about an order of magnitude larger than that

because te is sufficient to ensure decay of/ the sign of FT cannot be of pc'd' in Case 3 Examination of other DNS cases indicates that,
determined from Eq (6) Alternatively, we consider the exact density in general, pc'd has a negligible contribution to the turbulent kinetic
variance equation which for homogeneous shear flow is energy evolution relative to pTd'. Therefore, it seems that only the

component p'd of the pressure-dilatation requires modeling in shear7F -pd' _ p'pd' (7) flows
T ()In order to model pd', we consider the Poisson equation Eq (8) for

For small p'l/, the first term on the rhs of Eq. (6) dominates the the incompressible pressure After splitting the pressure into a rapid

iecou~d te, Thivi'vi fur j/2 to detreage with tiie it is nteasary part pR' and a slow part ps'. we obtain the following exact expressions

that pd' be predominantly positive. It we assume that the thermo- for the rapid pressure-dilatation aid slow presure-dilatation
dynamic fluctuations are approximately isentropic in this case (DNS R
supports this assumption), it immediately follows that --71 is also pre- P d "J k p (lcdk
dominantly positive in decaying isotropic turbulence. Thus, the role

of FT as a mechansm for energy transfer between the kinetic energy P77d..= k- (10)
and potential energy dictates its differing signs in homogeneous shear
and unforced Isotropic turbulence.

The earlier work of Sarkaret a. (1989) had shown that. in isotropic Hlere 0* denotes the complex conjugate of the Fourier transform
turbulence, the ratio F of kinetic energy and potential energy of and E c represents the spectrum of the mixed Reynolds stress tensor
the compressible component = 1, which implies a tendency toward v4"uc' Using scaling arguments (see Sarkar (1991) for details) to
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simplify Eqs (b)-(10) we find that p'd-- depends on the production 11 arid 12 respectivelyv As expected, the most probable values A,

P while p-"d' depends on the dissipation (. Finally, we propose the are significantly larger for the solenoidal component, consistent with

following model for the pressure-dilatation- W2 >> d2 The most probable solenoidal eigenvalues remain approxi-
mately constant in time, wheres the maxmumirrotational eigenvalue

'd' = -o 217PAI? + . 37e,Af i (11) increases in time. This indicates that, on average, the lengthening of
fluid elements due to the irrotational strain field increases with time.

where P= -,,u,"ti' is the production of kinetic energy, ft = Although the most probable Af is approximately constant in time,

2/y'/RT the turbulent Mach number and c, the solenoidal dissipa- its minimum (taken over the 3-D field) decreases (Fig 13). Conse-

tion Because the production P = 0 in decaying isotropic turbulence, quently, the effect of regions with large compreaion intensifies with

the variation of the incompressible pressure-dilatation witli (, can be time This effect will be studied further with the use of conditional

verified using DNS of isotropic turbulence The ratio p'd'/(peA1) probability density functions In Fig. 14, we plot the pdfofcos0
t at

is show as a function of non dnensional time in Fig 9 This ratio St = 1, 3, 5, 7, 9 aid 11 The structure of the curve remains alnost in-

readies an equilibrium value by a time of 0 25, substantiating the va- variant in time We .tnd that this is true for all 0,1,, except for 0,'. By

lidity of the second term in Eq (11) Based on the DNS value of comparison with sumlar plots obtained from DNS of incompressible

the equilibriim ratio, the model coefficient 03 in Eq. (11) is taken to homogeneous shear flow, we find that compressibility has only very

be 0 2 The remainiig part of the model for the pressure-dilatation subtle effects on the spatial structure of the solenoidal rate of strain

is calibrated against simulations of homogeneous shear flow Fig 10 tensor Only the most probable inclinations of the eigenvectors with

shows that, ii accord with our model, the rapid part of the pressure- the spanwise direction seem affected by compressibility Further con-

dilatation scales as p-Al't The ratio tpi'd' - 0.2e.MW)/(PPM,1) clusions await a more detailed analysis. Finally, the last two figures

reaches ain approximate equilibrium value of -0.4, suggestiug that illustrate some of the structural differences found in the solenoidal

thie model coefficient f12 = 0 4 and irrotational components of S,,. Fig 15 shows the pdf's ofcos6t,,
5. STRUCTURE OF TlE RATE OF STRAIN TENSOR while cos0o is plotted in Fig 16. These correspond to St = 11

Is this sectioi, we study the structure of the rate of straii tensor S,, One sees from Fig 15 that, for the solenoidal field, the eigenvector

ii compressible homiogeneous flow Because the flow is ansotropic, it f3 has no preferred orientation with respect to the spanwise direction.

is important to consider characteristics of the flow Aith respect to all However, this vector has approximately a 45 degree orientation with

three coordiate directioiis The most fiindamental quantity for such a respect to the r and V directiois. We note that this eigenvalue (A3)

stady is the tensor u, j whiuh is the sum of the snmmetric rate ofstraii is positive and corresponds to an expansion of fluid elements in the

tensor S,1 = 0 5(u,,, + u,,) and the antisymmetric rotation teusor corresponding princilpal axis direction Figure 16 on the other hand

Q2, = 0 5(u, I - i,) The latter tensor describes the instantaneous show a completely different character of SC Its interpretation is not

rotation ofiidiidual fluid (lencmits, while the former teisor describes yet clear H1owever, the characteristics of Fig. 16 are found in many

the strainig of these elements This study is motivated by observed of our shear flow simulations

differences in the streak pat terns of the irrotational and the solenoidal REFERENCES

components of the velocity vector (ut and u,) These differences were Blaisdell, G A , Reynolds, %V C , Mansour, N N , Zeman, 0, and
brought out by plotting the niagnitude of ut" aid ut ii the x - y. Aupoix, B (1990) 43rd Annual Meing of the APS/Dtvion of
x - . and y - z plaries, and noting some strong qualitative differences Fluid Dynamrics, Cornell liniversity, N Y ( November 1990)
between the solenmodal arid irrotatioiial parts These differences caK
be characterized by coniderirg separatey the rate of strain tensors Erlebacher, G , Ihussaini, M Y , Kreiss, If 0 , arid Sarkar, S
S, and S,, respectively based on <i arid u! 'Tihe properties of 1990) Theomet Comnput Fluid Dynamics, 2, 73

hes.- tensors are best put forth by considering the statistics of the Erlebacher. G , Sarkar, S and lusbaini, M Y , Analysis of struc-

etgenvalues and eigenvectors tures in compr(-sible homogeneous turbulence, [CASE Report, in
Let 1 <, A, 5 A3 te the three eigetva ies of thie rate of strain ten- preparation (1991)

sor (A superscipt I or C ott any quantity refers to quantities based Fetereisen, %V J , Sliirai, E , Ferziger, J 11 , and Reynolds, W C
on either the solenoidal or the irrotational component of the velocity (19"2) In Turbuleut Shear Flows ,pp 309-319 Springer-Verlag,
vector) Associated with these eigemalues, let fC the eigenvector of Berlin
S,, associated with A, Some immediate properties of the cigerivalues
are Ktela. S arid Oszag, S A '(1990) Energy and Spectral Dynamics

3 in Forced Compressible Turbulence Submitted to J Fluid Mech

-A' - 0 Lee, S , Lele, S K , arid Moirn, P (1990) Eddy-shock lets it Decay-
ing Compressible'!urbulence CTR Manuscript 117

I; Passot, T (1987) Simulations numeriques d'ecoulements coni-
pressibles homogenes en regime turbulent • application aux nu-

3 ages moleculaires Ph D Thesis, University of Pars

T()
2  

- Rogallo, ItS (1981) Numerical Experiments in lomogeneous
Turbulence NASA TM 81315.

After the eigenvectors ire normalized to unity, we compute the angle
O,, between eigenvector f, and the unit vector it coordinate direction Rogers, M M , and Mon, P (1987) The Structure of the Vortic-
, Pdf's of I cos 0,,1 over a subset of the flow field then provide informs- ity Field in Ifomogeneous Turbulent Flows J Fluid Mch., 176,

tion on structural differences in the flow as they relate to deformatio 33

of material lines and surfaces for both the solenoidal and dilatational Sarkar, S., Erlebacher, G , Hlussamii, M Y , and Kreiss, 110
components of the flow The cosine of 0 is chosen instead of 0 so that (1989) The Analysis and Modrling of Dilatational Terms in Corn-
the probability density functions (pdfs) of a Gaussian field are flat preesible Turbulcnce. ICASE Report No 89-79, J. Fluid Mech
The sampling is done on a grid resolution of 48 x 48 x 12 although (in press)
the simulation was performed on a 96i mesh Ja--dness in the his-
togram plots are directly related to an insufficient number of sample Sarkar, S., Erlebacher, G , Hlussain, M Y , and Kress, if 0
points We performed spot checks of our pdfs at a higher sampling of (1991) Direct Simulation of Compressible Turbulence in a Shear
96 x 96 x 24 and observed only the expected smoothing of the cirvwe, Flow. ICASE Report No 91-29. to appear in
but no qualitative change Sarkar, S. (1991) Modeling the Pressure-dilatation Correlation.

We consider results from one simulation with initial parameters ICASE Report, in preparation.
S = 10, Re = 125, Mt = 0 4, constant density, divergence free ve-
locity, and pressure calculated from the usual Poisson equation for Tavolaris, S., and Corrsm, S (1981) Experiments in Nearly
incompressible flow 'The data was analyzed at St = 1,3,5,7,9,11, Hlomogeneous Turbulent Shear Flow with a Uniform Mean Tem-
and plotted using a variety of data reduction techniques Only the perature Gradient. J. Fluid Mech., 104, 311.
most relevant plots are shown here. A more extensive discussion of
this analysis is available in Erlebacher, Sarkar and Ilussaini (1991)
The peak of the pdf of a stochastic variable occurs at a value of

the variable which we call the most probable variable Time histo-
ries of the most probable Af and Ac, z = 1, 2, 3 are shown in Figs
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Simulation and Modeling of Homogeneous Compressible Turbulence
Under Isotropic Mean Compression

By G. N. Colema, Fnd N. N. Mansour

NASA Ames Research Center, i, .ffett Field, CA 94035 U. S A.

ABSTRACT energy dissipation due to both solenoidal and dilatational

Compressible homogeneous turbulence subjected to iso- velocity fluctuations: e, = (w,) arid Ed = U

tropic mean compression is simulated numerically for high ( T = /(p), w, is the fluctuation verticity and p and v are

and low turbulent Mach numbers, at various compression the dynamic and kinematic viscosity, respectively); (2) the

rates. We find that at low Mach numbers, the effects of compression history, S(t); (3) the initial turbulent Reynolds

viscosity variations on the development of the turbulent ki- number, (ReT)o = (q*/et)O; (4) the initial turbulent Mach

netic energy can be significant. A model consistent with the number (MT)o = (q/-c)o, where i" is the sound speed based

invariance of the Navier-Stokes equations to spherical coin- on the mean temperature, T; (5) the molecular Prandtl
pression, that takes into account variable viscosity effects is number, Pr; (6) the ratio of specific heats, -y; (7) the tern-

proposed. At high Mach numbers, the distribution of en- perature dependence of the dynamic viscosity, ii(T); (8)

ergy between the acoustic and solenoid fields is found to the initial magnitude and spectra shapes of the density and

depend upon initial conditions. The simulation results are temperature fields; and (9) the initial partitioning of turbul-

also used to evaluate two-equation compressible turbulence lent kinetic energy between the solenoidal and dilatational

models fields, and the respective initial spectra shapes.
The DNS code of Blaisdell, Mansour & Reynolds (1991)

INTRODUCTION (henceforth BMR) is used to produce the results. The

One of the most pressing needs in the field of turbulence program computes numerical solutions of the compressible

modeling today is that of correctly incorporating the effects Navier Stokes equations, for various types of mean defor-

of compressibility into one-point closures. Because of tin- mation. All the relevant scales of motion ate resolved '(.so

certainties in compressi)le turbulence models, the ability that no turbulence model is required), by utilizirg a Fouiier

to adequately predict flows such as those associated with spatial discretization and Runge-Kutta time advance algo-

internal combustion engines, hypersonic flight, supersonic rithm

combustion and astrophysics is currently rather limited We assume

The goal of this study is to increase our understanding of p(T) = /1(T0 ) , [2]
compressible turbulence by considering the simple limiting TO

case of homogeneous compressible turbulence subjected to and T1= ,a(T). The viscosity exponent, n, is taken to be

isotropic ("spherical") mean compression. Our main ob- either 0.67, 0.75 or (for reasons discussed below) 1/(y -

jective is to generate direct numerical simulations (DNS) of 1). To maintain the homogeneity of the turbulence, the

the spherically-compressed case, for various turbulent Mach compression history must follow ,(BMR)
numbers and compression rates, ard use the results to mod-
ify turbulence models so that they correctly predict this S(t) = S0/(1 + Sot). [3]
flow. By "tuning" the models in this manner, it is felt that
they will provide better predictions for all flows. The other parameters used for each run are given in the

appendix, as are details regarding generation of the initial

FLOW DESCRIPTION conditions.

The fluid is assumed to be a viscous, compressible ideal Two-equation model
gas with constant specific heats. The mean straining is For isotropic turbulence tinder spherical compression, the
given by the isotropic compression off-diagonal Reynolds stresses are negligible. We therefore

choose to focus our attention upon two-equation models. A
ii,. (0 = S(t)6, [1] form appropriate for compressible flow is (BMR, Speziale &

Sarkar 1991, Reynolds 1980)

where the mean dilatation, ii,, = 3S(t), is negative, and ii,

is the Favre averaged mean velocity. In what follows, Favre 1 2 - 1 2

averaged quantities are denoted by a tilde, and ensemble 2 + u3 2 qn P + Pq2 - (i4')(p), + 'id - - d, [4]
averaged variables by angle brackets Single and double
prim'esrepresent respectively, deviations from the Favre and f'.,+uie,, = - (2CmP - 2C2E,)+3(1 - C3 ) e,S+V), [5]

ensemble average: eg. u, = u, + u,' = (u,) + u,. The list of q
parameters which govern the flov includes: (1) time initial where P = -uu'i,, ~ is the production of q2 /2, Dq, aiid
compression rate, defined here . (Sq 2 /f)o (a zero subscript V,. prepresent turbulent and viscous diffusion and ld
is used throughout to denote art initial value), where q2 is (p'u ',)/(p) is the pressure-dilatation term. The q2 trans-
(pu,uV, /(p), twice the turbulent kinetic energy per unit port equation is exact (except for the fact that terms in-

mass, and f = 1, + Ed is the total rate of turbulent kinetic volving correlations of fluctuating viscosity - which have
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been found to be neghgible by BMR - have been omitted), "

while tile transport equation for e, is a model. C1 , C2 and
C 3 are modeling constants; popular values are Cl = 1.44, .
C2 = 1.83 and C3 = (7 - 2C,)/3 (Speziale & Sarkar 1991).
P is modeled using an eddy viscosity approach, so that P =
0.5C"(q4/E8 )(S,SJ - 3S2) - q2 S with , ( ,,J + l,,) 2

and C, = 0.09 (Patel et al. 1985) Given parameterizations
for the two compressibility terms, Ild and Ed, the equation
set is closed.

Applied to the special case of isotropic compression, Eqs.
[4] and [5 reduce to

dq022  000 0.10 015 0.20 0 0 30 0.35 o00 045 0.50

d" - P - C, - Ed + rid,, [61 ISol t

FIGURE 1. Evolution of the solenoidal part of e during a
d+3 C),7 rapid spherical compression, (Sq 2/f)o = -47 and MT - 0;dt q 2/2 3 - 2 9  '7 A, Wu et al.'s1985 DNS Case SQF, MT = 0: ........ , present

with P = -q2S. Our objective is to use DNS results to test DNS run c3dh, (MT)o = 004; Eq. [71 prediction using

some proposed closures for rid and Ed, and to evaluate the C = (7- 2C)/ 3 , C2 = 1.92; -.- , Eq. [7] prediction using

constants in (and form of) the e, equation We begin with Eq. [8] for C3, with C2 1.92; - , Eq. [7] prediction using

the later task, by considering the flow in which the velocity Eq. [8] for C3 , with C2 = 0.

fluctuations are small compared to the local sound speed.
of the E, equation, it provides no guarantee of an accurate

LOW MACH NUMBER CASES prediction for flows experiencing compression at low or in-
When the turbulent Mach number, MT, is very small, the termediate rates. The mean production term is faithfully

flactuation velocity field is effectively solenoidal, implying represented in the e, equation when Eq. [8] is used for C3 ,
that Ed and Iid are both negligible Thr low Mach number but the manner in which Eq [7] models the terms which are
DNS results presented in this section are thus primarily use- important away from the rapid compression regime, namely
ful as a means for evaluating the e, equation. We first turn the vortex-stretching and destruction terms, are crucial in
our attention to compressions at very rapid rates, since thib more general situations This is the subject of the present
allows u, to compare Eq [7] and DNS results with rapid dis- section.
tortion theory (RDT) (see also Coleman & Mansour 1991) Tile key to modeling aibitrary isotropic compressions is

found in a conclusion attributed to Spiegl & Frisch in a
Rapid Spherical Compres.in recent paper by Cambon, Mao & Jeandel (1991): that the

Dissipation histories from two low Mach number rapid form of the Navier-Stokes equations is unchanged by the
compression runs, with (Sq 2

/E)o = -47, are given in Fig 1 transformation which maps a decaying isotropic flow to one
The time span shown represents half of the total available, experiencing spherical compression, provided AfT = 0 and
since at IS0jt = 1 the volume collapses to zero (see Eq [3]) the variations of kinematic viscosity are the same for the de-
The first of the DNS data (shown by the symbols), is Wu caying and compressing flows. This result is demonstrated
et al 's(1985) Case SQF, which assumed the fluctuating ve- by the DNS data shown in Fig. 2. The solid and dashed
locity was divergence free, so that MT was exacly zero. curves trace q2 histories of an intermediate compression,
Very good agreement is found between W\u's data and the (Sq'/c)o = -2.5, for cases with constant (run c3dq) and
present simulation results (run c3dh, dotted curve), which variable viscosity (c3dl), respectively. The later uses in
uses (Mr)0 = 0.04 (the other run parnmeters are given Eq. [2] the exponent n = 3/4, and the former n = 1/(y - 1).
in the appendix). Also shown in Fig 1. as the dashed Setting n = 1/(t - 1) leads to (since for the mean flow
curve, is the model Eq [7] prediction,, using C2 =1 92 and the isentropic relations are a very good approximation),
C3 = (7 - 2C 1 )/3, the standard value quoted above. The dv-ldt = 0. The dotted curve in Fig. 2 is the result of mp-
large difference between the model and the DNS histories ping the isotropic decay evolution (run ixxb), which began
is at first glance puzzling, since this value of C3 was advo- from the same state as the compression runs, according to
cated by Reynolds (1980) and Morel & Mansour (1982) as the Spiegel-Frisch transformation:
a means of exactly matching rapid isotropic compression.
However, in setting the value for C3, Reynolds and Morel
& Mansour were matching RDT for constant kinematic vis- u,,(x,, t,) = ( 0)) " (x, t)
cosity. Coleman & Mansour (1991) have shown that the [t 2/3 [9]
effect of variable viscosity is important, and = J -

C3  (7 - ,- - _ 2C, 3 [8] where the "starred" quantities represent the unmapped iso-
tropic decay variables, and the "unstarred" those of the

will reproduce tile RDT and DNS results. In Fig. 1, pre- mapped spherically-compressed flow. The fact that the solid
dictions using Eq.[8] are shown as the chain-dot and solid and dotted curves correspond shows the density fluctuations
curves, for C2 equal to 1.92 and 0, respectively; very good are negligible for these runs, while the divergence of the
agreement with the simulation data is observed, dashed and dotted curves points to the importance of the

viscosities exhibiting the same behavior, for the transforma-
Intermediate and Slow Spherical Compressions tion to be exact.

While the correct treatment of terms dominant during a The Spiegel-Frisch result implies that to accurately model
rapid compression is apt to improve the overall behavior an isotropic compression of any rate, one need only obtain
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termediate rate spherical compression, (Sq2 /f)o = -2.5 DNS; Solid symbols, 256' DNS (Wray & Mansour 1991);
and (MT)o = 0.03; .... , run c3dl, n = 3/4; - , c3dq, - , Hanjali6 & Launder (1976); .... , Lumley (1978);

,, = l/('y-1) (i.e. d/dt = 0);... , ixxb, mapped isotropic ...... , Eq. [11 1.

decay

Since in general, de,/dt = dw2/dt +w2d ;/dt, this leads to

an accurate model of isotropic decay with time-varying vis- the following model for vaiiable-L isotropic decay:

cosity. We first consider the = constant case, so that
dos/dt = "dw2 /dt (wheie w = (w . Eq [7] predicts 2 d C2 1 w

-2C 2 . [10] Provided Eq [13] is valid, the Eq. [9] mapping implies that
a low Mach number spherical compression of any rate would

To deteimine C2 , we appeal to the recent direct simula- then be described by

tions of incompressible isotropic decay of Wray & Man-

sour (1991). Fig. 3 shows the development of C2 with --4S, + 2d

Re, = (5ReT/3)'1 2 predicted by the simulations, and the dt d t [141
models of Hanjah6 & Launder (1976) and Lumiley (1978) 62 /(p(t))\ 2 1 3  , di [1
The Lumley model consistently underpredicts the DNS data - 2C2 '2 - C2 \ p) -

for the range of ReC shown, while the Hanjali6 & Launder

curve reaches the high Re. limit too quickly. Although the The first twG terms on the RHS of Eq. [14 follow from the

models and data all appear to agree on the very small Re,\ variable viscosity RDT findings of the previous section; C2 is

limit of C2  1.4, the behavior as ReA - 0 is very (iffer- modeled by Eq. [11]. We are now in the process of evaluating
ent.. no evidence of the dC2 /dReA = 0 vaiiation assumed the C2 , term by DNS of variable viscosity isotropic decay.

by both models is found in the low Re, simulation results.

Modeling C2 by a curve fit of the DNS data, we have HIGH MACH NUMBER CASES
Up to this point, our discussions have dealt with "coin-

C2 = -0.4 eXP(-0 13RCA) + 1.8, [11] pressing" flows, those in which compressibility affects only

the mean density. There are many situations, however,
which produces the dotted curve shown in Fig. 3 where density fluctuations are important. In this section,

Using Eq. [9], the Spiegel-Frisch transformation, Eq. [10] we address the issues related to these flows, in which MT is

maps to the i = constant isotropic compressmio model, not small.

des -4S , - 2C2 !1 "Synthetic" Initial Conditions

dt - - q [12] The first issue we consider is the effect of isotropic com-

pression on the acoustic variables. During their study of
This result was first found by Cambon ei al. (1991), who compressible homogeneous shear flow, BMR found that the

only consider the constant viscosity case. It is identical mean shear drives the acoustic (dilatational) field to a un-

to the result one obtains by applying Eq. [71 directly to ique state, regardless of the magnitude of initial conditions
spherical compressions when using Eq. [8] with di/dt = - even when no development time was allowed for the turbu-

0, and is therefore consistent with Reynolds' and Morel & lence to mature before the shear was imposed Two parallel

Mansour's F; = constant RDT work. runs, c3dr and c3ds, with identico 1 initial Mach numbers

As we have seen, via Fig. 2. even at intermediate con- (MT = 0 3) and compression rate: ((Sq2 1/c) = -,..,), but

pression rates the variation of V is important during the different acoustic initial conditions, were performed to see if

compression. Therefore, in order to account for the usual spherically-compressed turbulence is similar in this regard.

situation in which dV/dt 54 0, and fully take advantage of One run, c3dr, began with no initial dilatational velocity

the Spiegel-Frisch transformation, a realistic model of vari- or fluctuation density, temperature or pressure; the other,

able viscosity isotropic decay must be developed. In an at- c3ds, began with one-fourth of the turbulent kinetic en-

tempt to do so, we consider the transport equation for the ergy in the dilatational component, and fluctuation density

enstrophy, w2, and assume that the imbalance between the and absolute temperature fields both equal to 15 percent

vortex stretching and viscous destruction terms induced by of their volume averaged means (with the pressure given by

variations of i" is governed by the )arameter (1/q2)dv/dt. the ideal gas law). All non-zero fields for both runs assumed
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020 develop dilatational fluctuations, before tie comuression is

imposed, at tile point where MT = 0.44, p, z 0.03(p),

0.1.0 T., = 0.02(T) and 9 percent of the turbulent kinetic en-
ergy is in the dilatational field. Three separate compres-
sion speeds were chosen,, defining three cases, runs c3db

-E, 0.1, ... ((Sq2 /c)o = -47), c3dc (-12.5) and c3dd (-1.25).
The initial field was not in exact acoustic equilibrium,

sine the dilatational energy was not evenly split into the
005 kinetic and potential energy partitions The ratio of the two

(a) is defined by the paiameter, Y = -y' )p)q',i/(pp'2), where
Pc is the so-called "compressible pressure" (Sarkar et al

0.0 0.1 0.2 03 0.4 0 08 1989). Both high and low A/17, isotropic decay simulations

ISOt have shown that after an initial transient, well developed
compressible turbulence reaches acoustic equilibrium, char-

08 - acterized by F 1 (Sarkar et al 1989, Lee et al. 1991,

BMR). Instead of being about one, the initial condition
used here saw Y c. 0.6. (During the determination of Y,

08 ... we found that for this flow, the compressible pressure fluc-
tuations (p'cp) accounted for approximately 80 percent of

04. the total fluctuations, (p'p') ) We intend to repeat these
high MIT cases using Y " 1 initial conditions, so that the
effect of spherical compression upon the partitioning of the

0.2 acoustic energy may be determined.
(b) From the present runs we are able to observe that the

compression rate strongly affects the evolution of the Mach
00 0- 0 03 0,.4 05 08 number, the dilatational dissipation and the pressure-dila-

0 0iOt 0 tation correlation (Fig. 5). In particular, we note in Fig 5b
SO itthat for the initial condition used,, the level of E5d is very

FIGURE 4. Histories of (a) turbulent Mach number and small, never more than 4 percent of the total dissipation.

(b) ratio of ailatational to solenoidal (issi)ation; (Sq 2/c)o = One of the predictions of RDT is that Ed/, will remain

-2.5 and (A 7 -)0 = 0 3, - . c3dr,, acoustic fields ii- constant during a rapid spherical compression (Coleman et
tially zero; c3ds, (qd2l/qaI)o = 1/4, (prm,/(p))o al. 1991); the DNS results support this finding, since the
(Trm./(T))o = 0.15. rate of change of (d/f, decreases as the compression rate

increases.
From a modeling standpoint, the most significant result

"top-hat" initial spectra (BMR), and the compression be is the behavior of pressure-dilatation term shown in Fig. 5c.
gan Immediately upon tile "s,,nthetic" undeveloped fields The magnitude of Hd is seen to be a significant fraction of
(see appendix for other run tiaranietcrs) the total dissipation, and demonstrates a great dependence

The Mach number histories for the parallel runs are given on compiession rate Beginning from the initial condition
in Fig 4a, and are very similar to each other However, level, where the pressure-dilatation in tie unstrained field
the variations of t' dilatational dissipation (Fig. 4b) and acts as a source of turbulent kinetic energy (supplied by
pressure-dilatation coirelation (not shown) are quite dis- the potential energy of the pressure field), the compression
tinct. Since the histories have progressed, without converg- in all cases causes a ieduction of Hd. At the slow rate, it
ing, to over half of the total possible compiession time, approaches zero and remains slightly positive, when ISI is
0 < IS0t < 1 (see Eq [3]), it appeamb that unlike shear, large however, the pressure-dilatation is driven to very large
spherical compression does not drive the acoustic field to negati e values, with magnitude many times that of the to-
a unique state This behavior is a result of the fact that tal dissipation rate (see Fig. 6a), representing an important
the only coupling between the soleno;dal and acoustic fields kinetic to potential energy conversion. In Fig. 6, we test
is due to nonlinear interactions, which are slow compared the ability of Aupoix ct al 's(1990) Hd Model to duplicate
to the turbulence time scale at this Reynolds number It the DNS histoiies for the largest and smallest compression
imp!ies that Ed and Ild mod Is must account for initial con- rates (note the expanded vertical and horizontal scales in
ditions if they are to work correctly during Isotropic corn- Fig. 6a). The model assumes
pression. The degree to which one 1ld model succeeds is
taken up in the next section, as part of a discussion of high d(p)IId -AP . dq2 - i d'[dt]

__ =-CAI (P) -- - CA2 Rd, (5M-, data which are generated using for initial conditions - dt 2
A d[

rather than the synthetic fields of this section - developed
isotropic decaying turbulence. where TA = (1/2)

3
/2(q2/ )MT, CAI = 0.25 arid CA2 = 0 20.

While tie trend for the (qn21, _. -1 25 case is roughly
"Natural" Initial Conditio., correct (Fig 6b), that for tile rapid compression (Fig. 6a) is

As with the spherically-compressed flow, acoustic vari- not. Given chat the slow compression performance is about
ables in decaying isotropic turbulence do not c.onverge to as good as that found for isotropic decay (see Figure 5 of
unique values which are independent of their initial condi- Aupoix et al. 1990), and the poor response for large ISI
tions (cf. BMR). Because of this, a certain amount of arbi- found here, it seems as if the major deficiency of the model
trariness exists in specifying "natural" initial conditions for is the strain rate sensitivity - although part of the poor
the high Mach number simulations. For the present com- showing could be due to the fact that it has been tested
putations, the initia acoustic field is the result of begin- against a flow in acoustic nonequilibrium. This issue will
ning with a purely solenoidal field, allowing it to decay and be clarified in the future. Aupoix et al. have acknowledged
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04 -1.25. - , DNS, ---- , Aupoix et al (1990) Eq. [15[.

0.2

. o . ............ CONCLUSIONS

The DNS data imply that for compressible turbulence

-02 models to correctly predict isotropic compression, the varia-
tion of kinematic viscosity induced by the compression must

-0.4 be accounted for For a rapid spherical compression, this
may be done by using Eq. [8] for C3 , which implies that

-08 ,this model "constant" is a function of the bulk compression
000 06 020 0.15 020 025 030 035 040 At non-rapid compression rates, Eq. [14] is proposed, but

ISOIt further testing is needed. For constant-n isotropic decay, a

FIGURE 5. Evolution of (a) turbulent Mach number, new model for C2 , Eq. [111, has been constructed. The high

(b) ratio of dilatational to solenoidal dissipation, and (c) MT flows have been found to exhibit a strong dependence

pressure-dilatation, (AM)o = 0.44, - , c3db. (Sq2 /i)o on acoustic initial conditions, which implies that models for

-47; ... , c3de, (Sq2 /E)o = -12.5; .. , c3dd, (Sq 2/'e)o = Qa and Hld which are sensitive to initial conditions are apt

-1.25 to be the most successful.
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numbers, viscosity exponent (Eq. [2]) and type of initial 1991 Numerical simulation of compressible homoge-
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(those with 'N' entered in the IC column of Table 1), begin CA
with random, isotropic velocity, density and temperature MDON, C., MAO, Y. & JEANDEL, D. 1991 On the ap-
fields with prescribed analytic spectra (either "top-hat" or plication of time dependent scaling to the modeling of
"exponential" (Blaisdell et al. 1991)), and allow the tur- turbulence undergoing compression, submitted to Eu,

bulence to decay without imposed strain to a mature state ropeaa J. Mech.

(such that the velocity derivative skewness 0.4), before COLEMAN, G.N. & MANSOUR, N.N. 1991 Modeling the
the compression is imposed upon the mature field charac- rapid spherical compression of isotropic turbulence, to
terized by the Table 1 and 2 values In the two runs which appear in Phys. Fluids A (tentatively 3(9)).
use "synthetic" initial conditions (denoted in Table 1 by an
'S'), no development time is allowed before the compression COLEMAN, G.N., BLAISDEodn G A. & MANSOUa, N.N.
begins upon a field defined by the analytic spectra The last 1991 Direct simulation and modeling of irrotationally-
three runs listed, c3dk, clda, and cldb, are not used in this strained compressible homogeneous turbulence, in prep-
paper, but along with c3db, are discussed by Zeman (1991)
later in these proceedings For clda and cldb, tie mean HANJALI6,K. & LAUNDER, B.E. 1976 Contribution to-
compression is one-dimensional, i e. u",, (t) = S(t)6,6 ". wards a Reynolds-stress closure for low-Reynolds-num-

Table I Non-acoustic Run Parameters ber turbulence, J. Fluid Mech. 74(4) 593

LEE, S , LELE, S.K. & MOIN, P. 1991 Eddy shocklet, in
Run --(Sq2/e)o (q4/6)o (.41)o n 1C decaying compressible turbulence, Phys. Fluids A 3(4)

657.
c3dh 47 0 21 0.04 0 75 N
c3dl 2 5 52 0 03 0.75 N LUMLEY, J.L. 1978 Computational modeling of turbulent

c3dq 2 5 52 0.03 1/(- - 1) N flows, Advances in Applied Mechanics, 18 123.

ixxb 0 52 0.03 0.75 N MOREL,. T. & MANSOUR, N.N 19S2 Modeling of turbu-

c3dr 2 5 200 0.30 0.67 S lence in internal combustion engines, SAE Paper No.

c3ds 2.5 200 0.30 0.67 S 820040, Warrendale, PA.

c3db 47.0 500 0 44 0 67 N PATEL, V.C., RODI, W. & SCHEUEII , G. 1985 Tur-

c3dc 12 5 500 0.44 0 67 N bulence models for near-wall and low Reynolds number

c3dd 1.25 500 0.44 0.67 N flows- A review, AIAA J 23(9) 1308

c3dk 47.0 21 0 02 0.67 N REYNOLDS, W.C. 1980 Modeling of fluid motions in en-

clda 47.0 500 0.44 0.67 N gines: An introductory overview, in Combustion Mod-
cldb 47.0 21 0.02 067 N cling in Reciprocating Engines (ed. J N. Mattavi & C.A.

Amann) Plenum Press.

SARKAR,. S., ERLEBACIIER, G , HUSSAINI, M.Y. &

Table 2. Acoustic Run Parameters KitEISS, H 0. 1989 The analysis and modeling of
dilatational terms in compressible turbulence, ICASE

Rim (q2m/q2 r/) ,T Report No. 89-79.(dIqo~~ (Prm,/(P))o (T,,/(T))o

c3dh 0.00 0.00 000 SPEZIALE, C.G. & SARKAR, S. 1991 Second-order closure

c3dl 0 00 0 00 0.00 models for supersonic turbulent flows, AIAA Paper No.

c3dq 0.00 0.00 0.00 91-0217.

ixxb 0.00 0.00 0.00 WRAY, A.A. & MANSOUR, N.N. 1991 Private communi-

c3dr 0 0 0 cation.

c3ds 0.25 0.15 0.15 Wu, C.-T., FERZIGER, J.H. & CHAPMAN, D.R. 1985

c3db 0.09 0.03 0.02 Simulation and modeling of homogeneous, compressed

c3dc 0.09 0.03 0.02 turbulence, Department of Mechanical Engineering,

c3dd 0.09 0.03 0.02 Stanford Univ., Thermosciences Div. Report TF-21.

c3dk 0.00 0.00 0.00 ZEMAN, 0. 1991 Compressible turbulence subjected to

clda 0.09 0.03 0.02 shear and rapid compression, in these proceedings.

cldb 0.00 0.00 0.00
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ABISTRACT Tie importance of the pressure-dilatation Hd for turbulence
energetics has, so far, not been fully appreciated As illustrated

First, this paper rexiews the physics and iolodeing of corn- in Zeman & Blaisdell (1990) and Zeman (1991), 118 mediates
pressibility effect, in homogeneous decaying, and shear-driven the exchange between the kinetic and potential energies. The
turbulence, Second, the principal subject is investigation of potential energy is meant to be the energy associated with the
the effects of pressute and dilatational fields in turbulence sub- compression work; it is proportional to the pressure fluctuation
jected to rapid spherical (31), and one-directional (ID) coin- variance 'p2 . In equilibrium flows such as self-preserving shear
press,- On the basis of the direct numerical simulation re- layers and flat plate boundary layers, l8 appears to be negligi-
suit, of Coleman (1991), it is shown that in ID rapid com- ble. However, in unsteady turbulent flows controlled by initial
pression the pressure-dilatation correlation (p'i1,;) is respoisible conditions and in flows with rapid (mean) compression, the con-
for unusually high energy transfer from the kinetic to pressure tribt tion of Hd in the turbulence energy budget can be signifi-
mode-. This transfer mechanism leads to considerable turbulent cant, and its knowledge is indispensable for computation of the
kinetic energy losses even when turbulence is virtually inorn- variances of pressure and dei ity fluctuations (see also Zeman,
pressible A parametric model for p-u,7 is developed to capture 1991a)
this anisotropic rapid effect, and the model results are compared In the following a brief review is presented of the current un-
with the Coleman data The model is thei tested against the derstanding of compressibility effects in two generic (DNS) flows.
direct simulations of turbulence/normal shock interactions (Lee, decaying and shear-driven turbulence. The effects of mean rapid
1991) It is shown that apart from the energy transfer (file to compression on turbulence (with non-zero values of M) are the
pum', another important mechanism within the shock is associ- main subjects of this paper. The problems to be addressed are:
ated with the acceleration teroi (containing the mean pressure ') homogeneous three- and one-dimensional rapid compression
gradient). (hereafter abbreviations 3D, or ID are used) and 2) response of

shear-free turbulence to a passage through normal sihock.

INTRODUCTION

The measure of the compressibility effects on turbulence is COMPRESSIBLE DECAYING, AND SHEAR-DRIVEN TUR-
the so-called r.m s Mach number M, based oii an r in.s. fluc- BULENCE
tuating speed and the sonic speed corresponding to the back- The fundamental energy-governing equations in the Favre
ground (mean) temperature. The somn speed can be considered average setting are
as a new intrinsic velocity scale which limits the propagation
of perturbations through the fluid and sets a limit, in a statis- 2
tical sense, on the velocity fluctuations as well. As the r.m.s. 1/2- - (cs + Ed - li).

Mach number increases, the velocity fluctuations are accompa-
nied by growing levels of density and pressure fluctuations and o7
a growing degree of coupling between the vortical and dilata- 49t
tional (acoustic) fields. Utilizing Helmholtz decomposition and accompanied by te equation of state Y = TRT, where tilde and
Favre averaging, one can identify two explicit terms in the tu,- aco ed by th e an e awere tiedbulence energy equations which depend on the dulatationa field hiar denote, respectively, Favre asud Reynolds averages. Defined
anul provide e vortiral/acoustic mode coupling. t hese are- 1) previously, lld is the pressure-dilatation term, P, represents theshear production of turbulence due to the (constant) mean shearthe dilatation dissipation defired as Ed = 4/3p(u,,)/5, amid 2) S, and q2 = CV-, is twice the Favre-averaged kinetic energy.
the pressu re-dilatation correlation term f11 = p'u7./;T The separation of the total dissipation in the solenoidal (c,),

Zeman (1990) suggested that turbulence, at a sufficiently and dilatational (Ed) parts is feasiblc due to the Helmholtz' de-
large Aft, may generate shock-like structures or shocklets, which composition of the velocity field (Zeman,, 1990) and is strictly
entail high levels of the dilatation dissipation Ed. The existence valid only in flows which are homogeneous in the mean. The def-
of turbulent shocklets has been recently confirmed in direct nu- inition of the r.m.s. Mach number is Mt = q/a where the sonic
merical simulations (DNS) of decaying turbulence (Lee, Lele, speed a is based on the mean temperature T. In the absence
and Moin 1990) and in the DNS of shear-driven turbulence as of compressibilit effects (M << 1), the Reynolds stress ten-
well (Blaisdell, 1990). In laboratory flows, the most prominent sor components 6us, can be computed by means of a standard
effect of compressibility on turbulence is the inhibition of shear turbulence closure model (for details see Zeman, 1991a). Here
layer growth rate with the (convective) Mach number M, as we discuss merely the physics and modeling associated with the
observed in experiments of Papamoschou and Roshko (1988), compressible terms.
Samimy and Elliott (1989), and others. Zeman(1990) argued
that the growth rate inhibition is due to the (anomalous) di- Dilatation dissipatin: In high Reynolds number turbulence the
latation dissipation caused by turbulent shocklets and, on the only significant source of dilatational dissipation Ed is due to
basis of a stochastic shocklet model, inferred a parametric ex- eddy shocklets. On the basis of a stochastic shocklet model,
pression to quantify Ed. Inclusion of this anomalous dissipation Zeman (1990) inferred a parametric expression
in a second-order closure model provided the growth rate reduc- E e8F(MgK). (2)
tion in agreement with the experimental data.
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The shocklet dissipation function F(Mt, K) is an integral func- 10- ,
tional of a pdf p(m, K) of fluctuating Mach number m. The pa-
rameter IC characterizes a departure from Gaussianity of in and .
has been defined as the kurtosis i.e K = ,i4/(,'2) . Eton the "\' ... \
dir,'ct simulations of homogeneous turbulence, K was estimated to-,
as K ;.4 (Zeman k Blaisdell 1990) and F(Mt,,) approximated
as .

/(IMl) = I - exl,{-((M, - 0 25)/ 80) 2 )

F(At) 0 0, if Mt < 025 (3) 107'

We xote that td Is ieghigble (w.r.t. %) when Mi < 0.3. Phys-
ically, it means that shocklets cannot occur below a certain
threshold value of Mi In the simulations of Lee et al (1991), the lo I
shocklets were found only when Af exceeded values of about 0.3 lo' 0 A 04 06
In most of the computational examples presented in this paper, f,
(d is unimportant, the solenoidal dissipation c is detc-ninied Fig. I Pressure variance dependence on r.i.s. Mach number

from a standard modeling equation (independent of Mi). in homogeneous shear turbulence: DNS-model comparison.

Prssure-dlatatIon correlation: Zeman (1991) proposed that in
sho(klet free decaying or shear-driven turbulence, the principal 02
balance in the pressure variance equations is

D p .-' d l ,)
2 Dt ..

and proposed a closure for Ild based on an heuristic argument -01
that in the absence of forcing, the pressure fluctuations will tend
to relax to an equmlibrium value p,(M,) at a rate dictated by -0
an acoustic time scale 7 (x L/a This has led to the closure 

-EGEND

equation -03 DN-Si'214 _ i
_21idT ,a2 = DP- j7 1- 1, (0)

O t 7a -04 , I , I , I I b I , I , I , I
- 5 5 75 10 125 15 175 20 225 5

The equilibrium variance p2 was inferred from theory and DNS St
data as + m F:g. 2. Evolution of the pressu.e dilataton normalized by total

T12
2 a

2  e-(A" + Al)
i'  '(6) dissipation; othervise same as in Fig. 1.

with the acoustic time scale r, = 0.2Mlr. It is noted that
in these flows. tie turbulence time scale is related to ortical is to elucidate the physics of rapidly compressed turbulence and
turbulence. I e , 7 = q2/(, describe the recent modeling effort in this Lrea. Perhaps the

most important finding is that due to strong interactions be-
Trhe 1)S data of Blaisdell (1990) confirmed that (4) is a tween fluctuating pressure, dilatation (u2 ,), and vorticity in the

valid assumption for a range of r iii.s. Mach number, 0 05 < 11) rapid compression, the pressure dilatation term iHd cannot
Mt, < 0.7 he model (5) accounts for the initial condition influ- be discarded even for Mt << 1 This is contrary to the current
once on the (transient) behas or of turbulence. when the initial wisdom that turbulence under such conditions can be considered
pressure (or denst, ) fluctuation level is much hi. her (or lower) icoipressible.
then the equilibrium value p_, potential energy p2 is transferred
to (or extracted from) the kinetic mode. This energy exchange The important parameters of the flows in question are the
takes place on tie acoustic time scale r. mitiai Mach number Aifo, initial tinescale r, = (q2

/ )o, and
the intial rate of compression A(t = 0) = A, Denoting theIn the equili briii n regime of homogeneous shear t iirbs louncc

(St > 2), the niodel represented by Eqs (,4)-(6) can be tested for mean velocity field by U, we define the spherical compression
by

prediction of two quantities lid and of the (normalized) pressure
variance -7/p'. The pressure variance as a function of M is UIJ U2,2 -U3,3 = VU/3 - -A(t), and ID compression by

shown ii Fig 1, where the cross-hatched area represents the Uli = V-U = -A(t) T'ie condition of spatial homogeneity
spread of DNS data reproduced froni Blaisdell (1990) (plottd demands that A,
only for t > 3S-1). 'Fhie values of p are very close to, but always A(1) = 1--'t (7)
smaller than, the equilibrium pressure variance p2(q 2 , M) (not

shown), the subtle difference between p2 and p2 is according to and the compression is considered rapid if Aor, >> 1.
(5), responsible for the sign and magnitude of Hd. Comparison In the Coleman simulations discussed here, Aoro -_ 47 and
of the relative quantity Hi/(, is shown in Fig. 2. Both figures therefore, in principle, a rapid theory could be utilized to deter-
support the model mechanism of relaxation to equihbrium. We mine the evolution of q2 and, ii'need be, p. The 3D rapid com-
note that ,othier viable model for lld in shear turbulence has presson ofincompressible isotropic turbulence (with Mt. << 1)
been proposed by Aupoix et al (1990). This model, howe ver, is is a trivial problem of no interest to us except as a reference
not capable of dealing with the initial condition effects, flow. If, however. M,, is sufficiently high to produce initial di

latation and pressure fluctuations, the rapid theory is more in-
RAPID HOMOGENEOUS COMPRESSION: 3D VS ID volved. IHere, we use the results of the modified rapid theory of

Sabel'nikov (1975) to determine a free constant in the rapid partRecently, Coleman (11990) performed direct siniulations of of the model for 1I . The relevant set of equations to describe

compressible turbulence subjected to rapid spherical (3D) and

ID compression for different initial values of the r.m.s. Mach rapid spherical compression of isotropic turbulence are
number Mi. = 0.02 and 0.44. These DNS experiments have a I
relevance to the flows of practical interest: the internal comnbus- 1/2- -- q VU - + (d - ld),
tion engine flow and turbulence/shock interactions taking place Ot 3
e.g in a compression corner flow. The purpose of this section
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all which are independent of Mt Mrs. The evolution Ild/el for 3D
T"= -- (7- - I)VU T + (c + Cd - lld)C-, compression only is shown in Fig. 5, the model-predicted values

of Ild. Here, the best match with the DNS data was achieved
1 Op Up - P PI, (8) with the rapid part of the model in (9) discarded. It turned out
2 - that the rapid part of (9) (with Cd = 0.066) yielded undesirable

and the usual equation of state. Equations in (8) require a clo- (negative) contributions to Hd immediately at the onset of the
sure for ld, and for the total dissipaticoni ct = C, + E. There is compression which is in disagreement with the DNS data.

virtually no dilatation dissipation in this flow and therefore (d is
neglected. The equation for the solenoidal dissipation , requires id
a special tieatinent because the molecular vscosity aries dur-
ing compression. We used the c, equation proposed by Coleman A(3D) M5O2

Mansour (1991) (in these procceings) which yields a perfect ...D... 0.44.
agreement with the DNS data 1(W) M=044 /

Rapid distortion theore suggests that the pressure dilatation 0

term Il have a rapid contribution,, lnesr in p
27V U. Hence, a

niew expression

2 2 _, "U.-/

Tlld'lT = 4 c v U(9)2r,

has been proposed to account for the rapid compression con- 00 , 1 2 03 04 05 06 07 0,
tribution The free constant Cd has been letermined from the Aot
rapid theory as Cd = (5-3y)/12 (note that cd = 0 for monatomic
gases, and 0 066 in air). The details of the calculations leading Fig. 3 Evolution of kinetic energy during rapid compression in
to the determination of Cd are described in Sabel'nikov (1975) ID and 3D. Case A is for Mt, = 0.02; Case B is for Mrs = 0.44
and Zeman & Coleman (1991). We note that in analogy with DNS data of Coleman (1991)
pressure-strain terms, we have in (9) the slow (relaxation) teum
and the rapid (compression) term. Here, however, the rapid con-
dition requirement is !V,.U[rAt, >> 1, or in terms of the initial
parameters A(3D) 5t=0 02

A'rA Ii >> 1 (10) top A(I1Di M 00"
'rhik n,.w rapid condition is pertinent to the dilatational field B Mt=044 / /
and is stronger than the condition A. r. >> I for the solenoidal " /
field 10." /

Finally. we note that during the rapid compression, the tur- " 7
bulence lengthscle (L) and timescale (r) no longer depend on 10-
, and therefore a relation such as L x q3 /c. may not he al-

propriate We can construct a lengthscale equation which yields
the rapid limit satisfying L'7P = const. and the equilibrium limit 0 ,,,
L - q

3
/, (ien V.U - 0)' 0o si 02 03 04 05 05 07 0s

Aot
DL 09 1T'-= L {-- + -V U), (11) Fig. 4. Evolution of pressure variance; otherwise the same as

Fig. 3.
where n is an integer denoting the dimension of compression
(or expansion) Eq. (11) is exactly valid only for rapid spheri- -

cal compression; in ID compression (n=l), it approximates the
lengthscale variation in the direction of compression Now, in 0 ....
principle, 7 in the modeling equations should be proportional
to L/q We found, however that L/q decreased too rapidly and -
had undesirable effects on the model results We therefore used -2

in the following calculations a timescale based on the geometric
average: r = V/ lc,. -4 LEGEN7D

DNS computations of rapidly compressed turbulence (in 1D
and 3D) of Coleman (1991) for two initial Mach numbers Mir = .*-' -eod"A
0 02 (Case A) and 0.441 (Case B) are presented in Figs 3, 4, 5,
and 6 The initial field was a freely decaying turbulence with
equilibrium pressure (density) fluctuations dependent only on -s 0i 02 03 04 05 0 07 08
Mh,. The initial, rapid parameter Aoro = 47 was the same for Aot
both cases A and B. The 3D compression case is fairly straight- Fig 5 Evolution of the normalized pressure dilatation for 3D
forward: the kinetic energy growth (Fig. 3) is virtually identical Fid u tion o N t n d p resu lt.
for both cases A and B, and the pressure variance growths (in ai ,ronpresson: DNS data and model results.
Fig. 4) are nearly the same. The DNS data agree well (within
4% error) with the rapid compression limit whereby the pressure Our conclusion is that overall, the 3D rapid compression
dilatation Ild is neglected (also ct = 0). According to (7) and of isotropic turbulence is a relatively simple modeling problem,
(8) this limit yields simple expressions: however, this is not so in the case of ID compression. Inspection

of the Coleman DNS data in Figs 3 and 4 reveals some striking
q = (P)2/3 - 3 . 3 2 3. differences between 3) and 1D compression for the low Macl

q (
- )/"' = A(nt) "  number case A. This is most clearly evident in the DNS data

of p2. While the growth of pressure fluctuations agrees again

with the rapid theory for Case B, it is seen that in the low Mt
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cae A, the relative growth of pF is much more rapid. By the
time Ant = 0.5, the amplification of p in Case A is by the order 10'
0(100) larger then in Case B. This unexpected behavior can be 'EGE-D
traced to the pressure-dilatation term shown for 1D compression DNS A
in Fig. 6 Contrary to expectation, IldAl grows much faster in 1d .. 0....[
Case A (with Mt = 0.02 << 1) than in Case B. This results ind A

an unusually high energy transfer from the kinetic to pressure- 0
fluctuation iode and thus to a sigrificant loss of kinetic energy T .
to p', despite turbulence being nearly incompressible. 'T'his also "
explains the difference in the kinetic energy evolutions in ID
compression as indicated by the DNS data in Fig. 3.

Attenpting to model this phenomenon, we have found that
tile isotroplic compression model for H in Eq. (9) is entirely
inadequate since it does not distinguish between isotropic and 00 01 02 03 0 i 05 o6 07 0
anisotropic (directional) compression. lInspectmng the coliserva- Aot
tion eqtuatii for . we identified a new important term which Fig. 7. DNS-mnodel comparison of the pressure-varince evolu-
appears to be responsible for strong dilatation/vorticity interac- tmon for 11) compression with the anisotropic pressure dilatation
tins ii anibotropic (sompresvon From tis term's form, the iiio'lel
folloxs1mg contribution to lld was inferred (see Zeman &, Cole-
man (1991) for details)

RESPONSE OF TURBULENCE TO A 'ASSAGE THROUGH

11" = -cA ' q 2Tq(S, )  (12) SHOCKS
Here, we present the results of model simulation and com-

Nshere S*j is the trace-free deformation tensor defined as S = parison with the DNS data of Lee (1991) of the response of

+(U, ± U',, - V U,,I), cA is aii adjustable constant, and initially isotrolic turbulence to a normal shock. To simplify

p = (p'2 )t/2 Note that the contribution (12) is nonzero oiily the model computations, the mean shock flow is prescribed by

if tile (oiiipre~ston ib dimiuotropic (for 11) compression (S ) 2 the Rankine-liugeniot relations. This is justified as long a, the

Z(V U)2 ) A prehiinary valme of the free constant is cA r in.s velocities (u' = V/q2 /3) axe small compared to tle jump
S0enacross the shotk AU, typically for the present computations

11000_1. It is of interest iniote that ai analogous term of thlir a/AU < 0 1 '[ite flow is inhomnogeneous in and axisymmet-
form --317irq2p72/7(VU)2 has also been suggested by Taulbee ric about the direction x = xtnormdl - the shock, the mean
& VanOsdol (1991). llocever, in their final expression, Taulbee quantities Ul (xi ). "(x ), and p(xi ) are known. The turbulence
and VanOsdol retained only the linear term in V.U, which Is
similar to the rapid term ii Eq (9) Similarly llorstman (19S7) equatiois to be solved are

proposed a closure for I1,d of the form -'l q2V U where M is Do'_ 2 2 - 2 )(±,
the meau local Mach number (in a boundary laver) u- = i- - '(Till - P(c

I Dq 2  " 1_1 ,
2Dt -2"7( l + 2/- ) ,l (13)

..-. Here. the operator D/Dt Ul - T- T are the

-2 inonzero third moments or fluxes ii the x, direction. 1, are
trace-fre pressure-strain terms of the same form as ii incom-

. . pressible turbulence, these contains the customary slow and
,LEGED N rapid terms, where the trace-free mean strain tensor S,*, must

NS A - be used. Both T,l and 1I, are given in Zeman (1990); discus-DNS n "

-a- A" 1i",, sion of the pressure flux puj is deferred to the following para-
Mod B % graph. A version of the , equation (in ID) required to solve

(13) is described in Zeman & Coleman (1991), and the L equa-

-0 S i o2 03 04 05 55 07 0 tion is as in (11) with n = 1. A new, inhomogeneous term in
Ant Eq (13) is the so-called acceleraticn term: the product of the

Fig. i. EBotutiom of the normalized pressure dilatation for 1I) mean pressure gradient 17, and the fluctuation velocity aver-

rapid compression: )NS data and model results, age 1, = -P'u1T. A customary approach to modeling U, has
been utilization of the so-called Strong Reynolds Analogy (SRA)

which yields W, X -uI/Ul According to the DNS data, this es-
The DNS-iodel comparisons of the pressure dilatation arid timate is of wrong sign and results in gross errors (gain instead

pressure varance in ID rapid compression are in Pigs. 6 and 7. of loss of kinetic energy); we stroigly suggest that the applica-

It is seen that the model is capable of replicating the important tion of SIIA be avoided in modeling turbulent boundary layers

feature of ID compression- the difference ii the kinetic-to pres- in the presence of shocks A more appropriate approach is to

sure energy transfer and the resulting amplification rate of 72 use a model rate equation for the mass flix 77u:1

between the low and high Mach number cases. It can be shown
that without the amsotropic rapid term (12), the predictions D- -- - ,u -p(14)
for the low M1 case A would be virtually identical with Case DtuU,

B, hence in gross error. The unique effect of anisotropic rapid The first term on the RUS of (14) is a relaxation cerm, which
compression of nearly incompressible turbulence is also evident drives the mass flux to zero (after the shock) on the fast acoustic
in shock-produced compression of turbulence as shown in the timescale r. ir accordance with the DNS da~a. Eq.(14) yields,
following section. In conclusion, in ID rapid compression, the within the shock, - < 0, m e the acceleration term in (13)
quadratic contribution (in V.U) in the pressure dilatation Ild is dampens turbulence as expected by the Rayleigh-Taylor analogy.
more important than the linear one, and it is expected to be so, Application of the SRA yields aii opposite (destabilizing) effect,
for example, in supersonic compression corner flows. which is -unphysical.
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Modeling the pressure flux T0T is not straightforward. It 2

would appear that in the incompressible limit Mt - 0, 7 - -.

should be negligible; however, in the vicinity of the shock, this 7 5s

is not so It may be more appropriate to utilizL the observed fact

that the fluctuations of density and temperature are positively 1 0
correlated (as opposed to SRA) so that

T-7= cp'ua
2 , (15)

Nshere the mass flux 7u can be determined from (15). For I .........
the strictly adiabatic relation T'/T = (7 - 1)p'/T, the constant 07s"

cp = 1.0. Note that according to (15), the divergence (T-
5 ).

needed in (13) contains terms that would reduce the magnitude 050
of the acceleration term. 0 25 s 75 is 125 Is 175 20 225 25

The primcipal purpose of the preliminary computations pre-

sented next is to test the effect of the pressure dilatation and ac- Fig. 10 Response of the streamwise component of kinetic en-

celeration terms on the oserall (modeled) response of turbulence ergy (u ), otherwise the same as Fig 8, except Model IIl (see

to the shock and comparison with the DNS results. For simplic- text)
It%, we neglected the total energy flux divergence ii (13). This
is not entirely justified since the flux divergence is expected to Here, Model I represents a base model %ith the acceleration

yield energy gain, this gain is, however, of order O(Mt) smaller term included and modeled with the aid of Eq. (i4) The pres-

than the remaining trms in (13). sure dilatation model consists of Eq. (9) and the anisotropic
contribution IIA in (12). Model II results show the effect of ne-

' ie simulated flos is decaying isotropic turbulence subjected glerting I1 , and Model Ill (only i Fig. 10) is the base model
to compression through a normal shock with the upstream Mach Ihere the mass flux "I I -n/lp in the accelerationi term nm

number All = 1.18 with the density (and velocity) ratio T2 /1T = (13) is evaluated according to STA i.e., tc = T'l/T. Siinie

1 3 1 . T h e r i i s M a c h n u m b e r m m e d m a t e l ) n e ' ,r e t h e s h o c k is ( h e a l u x -a c c o n g t o a e q u at1 o n a n al o g o u sn t o

Ai,, = 0.13, hence the initial compressibilit - nd'>rcd effects are the heat fltx 'u1 (computed from an equation analogous to

relati elx small Th. results, using the n.woliing equations (13). (14)) is negative, the acceleration term provides, in this case, a

(11), and (15), are presented in Figs 8. 9. eno 10. We remark large gain in the u' budget. According to Fig. 10, Model hI

that since the qhock profiles of mean quantities are prescribed, overpredicts the u2 amplification through the shock by about
lie model is unable to reproduce the extremely high tluctuations 200% We emphasize that the model results presented here are

le,els associatcd %ilth the shock motio,i These luctuatlons are only tentative and serve to point out the relative importance of
passise antd affect little the turbuleme response to the shock various mechamisms in the shock/turbulence interactions. The

detailed work on this problem is in progress

is

-LEE-ND-- StIMARY
14 DNS

i '[deI The subject of the presented work has been investigation of
Model I1 1 the pressine-dilatation interactions in shear-driven and rapidly

is compressed turbulence The principal finding is that turbsi-
ilence subjected to rapid directional (anisotropic) compression

liroduces high negative values of the pressure-dilatation corre-
lation. which in turn leads to a considerable transfer (loss) of

turbulent kinetic energy to pressure fluctuations This trans-
s0'.' fec inechanismi has been fotund to be important even in nearly

incompressible turbulence and is expected to be of importance

in flows of practical interest such as internal combustion engine
5 25 5 75 10 125 15 175 2 2 s s anti turbulence/shock interactions

x_lk_o

A new model for the pressure-dilatation term has been pro-

Fg. 8 Respomse of turbulence kmieti energy to then passage posed to account for this rapid compression effects. Preliminary
through normal shock: comparison of model prediction with imodeling results indicate that a significant kinetic energy losses
DNS data of Lee (1991). Model 1: with CA = 00001 in Eq. to pressure fluctuations may occur in the shock/turbulence in-
(12): Model II. CA = 0.0 teractmons.
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ill abstract tciwns, we may atti ibute the flow stabil-
A BSTRACT it to thle hindrance of communication among parts of the

A pi~ ica inei reat on f te s aihzng ffet o ~shcar flows (ause(I by the Mfacli itber MN-orkovin saig-niimbeica ntfe her fetaioffr Th efetof\l the existence o .f zones of influence, defined byv Machncones, ootid which sha distrt basc isf~ 'Flt feltc ofieMach
numliber onl communication betNeen regions of a shear layer tlicls, (outscidei t itibiricc ms o elt sbaed th
adl(iI esed ond quai~nti fied in the limit of gcinetti w acoustics illsigomdeisbedilte
fle bound emnitted by a high- frequien y acousti0 soni (e, lo. 'it: U.Pt io that ttui biilent eddies whose rotational Macli
catedi inside asheal lavei is st tdied '[le genleralized Snell 's nuiimber is gi eatei t hat, uni t do not p),u t icipate in, fld
law is ti )vd to construct acoustic rays wlro I aic thlowii to eiltra iniiient, while those with rotational Macli iu,iber of
be higil dinfrte o~cueo h al-ubrgain. 'iiyir less engulf fluid like ineninpiessible eddies The
sooi nd-liitensi tN Cali iilatiotis leveil1 that the In fluenice of tile I xiiig- lei Igth" mlodel Of h<1i1s (1990) for a sii pci onic shear

laVer assumles that dlisturbainces do iiot penetrate outside asouirce oil thle su rroutind ing rued iinni becomes coiifinied to al regioii bou nded by' relative sonic velorcies
siaI Ir aiid smaller area asq thle Match numiiber inic ase It is
Iirotpowed that lie Iniiiibited communication amiong regions The 11bove mlodels are useful beccuse they capture theof the floie field is a fundamental reason for the inlicieni eIssential iiitiiie of supers'onic flowv floweser, they are in-stability of (onp~resmble shiear flows romlsplete in the following sense, first, there is strong ex-

INTR DUCIONperiinental aiid theoretical evidence (see refereiices above)
INTROD cT~oNthat stabilrzatrii starts at low values of the Maclh numbo-

Per haps tie il-t c!'iratcteristic effect of Miachi niiibei where iclative sonic velocities canno! be detnied, second, thle
onl free shear flows is that it suppresses their growth and Ill- fact that the relative velocity is greater than sonic does iiot
stability Landati (1941,1) flu st, showed that the vorte, shleet provo that irifot matron will iiot propagate outside tile region
becomnes stable when the relative Matcli fmnber vxceeds a bounded lsy tHat velocity We mutst be remninded thsat, in a
critical value (V'2 for the equal-density case) Early linear shear laver, we are decaling with a sniootlily-sariviig velocity
aniialses (Lin 1953, Gropengiesser 1970) arid siiigle-strearn piofile fraditional examples that illustrate lack of comxu,-u-
expertisents (Sirieixk Solignac 1966) found that the growth 110 alien iii stiperisnic flow, such as a supeisonic airplane
rates of com-pressible, finite-thickness shear laycrs, decrease appliac-ling all 0155crver onl the ground, canl be used here
sharply* with increasing Maclh number Recent liear analy- orhy illi a liciristitw sense
ses (Ragab S& Wu 1988, Zhurang etal 1988), computationsThprsn.tuyaem,,o destcefctfah
(Saiidharrr & Reynolds 1989) arid tavo-streamr experimentts nuher i pren t on atemt ifntoni as thea le ofMi
(C'hiizei et ol! 1986, Papaniosdliou k Roshiko 1988) cr 'r- iurhe nIrlaair fiio arniiaserlyrwt
Ing a larger range of conditions. coiifirmed tile aboe tieilds -,meent lily varying %elocmty p~rofile iii a more quiantitative, al-
'I lo experiments, in particular, showed that at high Macli boit still ;deahzct. maimer it should he stated at the out-
numbers the tuirbiilent shiear-la)er growth rate rlecreabes to set that sound ps epagatiori in the presence of Mach-number

alittle as one fifth of tile in ompressible %aliie Despite grad1(ients has been the topic of num-erouis studies, some ref-
recent signifkcant gains in the coiuihpiessilble turbullence field,, erenced later The initeint of this paper is riot to add to the
at physical ex<planlatioii of the ba~seo ievdianinsiri by wil (\,istiiig theory, Isut rather to utse that theory to understand

oiii~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~~~~~n pisiniquiu stegos aei o e eli~nilriantif 3' t lie hilidi an'-e of comsiniicatioii caused by the
Macli;M M isuiher in a shear layer, iiarlrnrta a i
further refiner ent of corpeshetrilnemodels Ge-

While (onipressible shear flows gern-i aly contain dtell- omnetric acoustics theory is used biecause of its relat we sim-
sity grahicilts. dletnit effects alone are riot responsible for psliity anid capability to proidice at "pictulre" of thle sound
the large rluctiori in growth rates Brown ai Rosliko field by ray traing
S1974) showed that the growth rateoif the sirlsurri, variable- GEM T I AC U IS H 0 Ydenisi ty shear layer haoged only by aliont 50% when thle GO TRCA USISTE V

denlsity ratio was; varied by at factor of .50. There is, there- At high Mla h inumbers, the acoustic wa,,e lengit It of I hu
fore at larv'e effvwi ossoo--ste 1-th tine Mach unu sCr, s f, dondinant rustahi ity is simrsilar no or smnaIller than tile Char-
Moirloviri (l987) stresi,cs,- th~at upstream arid cross-flow corn- acteristic tlickiress of the shear layer. Purthc, elaboration
rniuricatncsn 's essential for inistabilities at Fuplernonrc aind onl this topic canl be found in the discussion section. It is
hypersonic speeds 'fis point ii primarily bsased onl Mack's thus possible' that geometric acoustics, and thne related ray
(19I843 linecar sttl Jity analysis, where it is showsn that thle theory, coiiid lse a reasorialil approximiation~ for studying
Trost irnsoable waves are those wliosi' phase speed is mubsonlic *sound p~rop~agatinr ri a compressible shear laver, ait least for
relative to illhe tree- freatni Velocit y. obtaining qualitative trends 'I'hn,- approxin,'Airc" implroves
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vectcr. The speed-of-sound vector is inclined at the wave-
as the acousiic wavelength becomes much smaller than the normal angle 0 with respect to tile vertical.
characteristic thickness of the refractive-index gradient (a
generalized definition of sound refrac rve index in a moving Y UM ;0
mediuir is presented later). Y11 U- V (y

The study of geometric acoustics in a moving medium
has been extensive, so hero we mention only a few selected U(y) V
works. The subject wa, first addressed by Lord Rayleigh
(19 13) who presented the basic principles behind sound prop-
agation in wind shear and used simple arguments to ex-
panded Snell's law to include elocity gradients The funda- 1) -
mental wave and energy equations were formally established
by Blockhintzev (1916) whose "energy invariance" law al-
lows calculatior of acoustic intensity once tile ity paths are Fig 2 Ray path and group velocity
known Haves (196S) developed concise equations for ray
geometry and acoustic energy in a three-dimensional envi- Loid Rayleigh (19415) postulated that the velocity of the
ioiienut and showed that these equations hold even when trace of an acoustic wave front on an interface between gases
the moving medium is unsteady, in the hinaiized senseC of slightly-different velocities is constant and arrived at at

flay constituction has been a popular method for obtain- the following relation between U, a, and 0:

ing an overall view of the acoustic teld and for calculating sin0 a a (1)

acoustic intensity Some of tile early ray constructions were U +T

performed by Kornhauser (195.3), who considered the prob- where C is a constant. This relation has been verified by
lem of a source in a ihnear velocity bi,,dient More recently, more iigorous treatments of ray theory, such as the work of

ray construction has been used for calculating the acous- ltayes (1968)

tic field in ducts conta, nmg shear flows (Grimm & Hlurst
1979), as well as sound propagation tnd caustic formation Relating the constant C n Eq.(1 to the coiditions U,in aboudar lay (Kiegma~ & Pess198) a and 0i at the ray origin (0,yi). we obtain the following
in a boudary layer (Kriegsmann S Peiss 1983) foim of Eq (1)'.

Ileic we will examine the sound fG id genemated by a [ a ]
source M a shear layer as monitored b3 ain observer mc.vmg sini0 = sin0i I -- 1 (2)

a,0 + (U -Ul)sinO~j
with the fluid, with emphasis on thw effect of Macli ni.mher which can be seen as Snell's law of refraction generalized to
on ra- distortion and the resulting acoustic intensity dis-
tribution \Ve consider a parallel shear layer with velocity a moving medim

dependent only on the transverse coordinate y. and examine RAY CONSTRUCTION
how an acoutic source inside the shear layer is felt in the
surrounding flow field To fdcilit,tte the anal sis, we place Given tile conditions at the ray origin (U,, ai, 0,) and
ourseles u, dhe frame of reference iioving with the local the ve!ocity and speed-of-sound distributions, construction
flow %elocity This transformation is depicted ii Fig. 1. of the rays is now possible sin(e 0 is known from Eq.(2). The

differential equations for the rays dx-t = U - asinO and
p p ~U+_ dy,Kft = --acos0 were integrated using a 4ih-order Runge-

5Kutta method with variable time step. Computations were

perfoimned air a personal AT-386 computer. The ray con-
- Y. structions shown rere correspond to a=constant and U(y)

de,cribed by a hyperbolic-tangent profile of the form

U(y) = A + B tal(cy 4-)

(z)3
Fig 1 Fransforniation to eceiver frame of reference = anh - U

ca = tanh-1 A)-()
The frame on vlich we are stationary is located on the

tane i = 0 whidh, for the purposes of this paper, will act The velocity profile is such that yl=l (t.c, the distance
as the "receiver" plane From this planme, we see a velocity between source a(l receivei plane stays constant) for all
distributon U(y) '1 lie acoustic source is taken to be fixed
relative to the ,eceiver and is located at (0, yi) On the prescribed values of,;i, U+ and U
1., ...... plane Y = Y"". .' -. '"a'1Th, e egs o" the A rays originate at (0, ym), and tle recev,,r (zero-

shear layer are defined by the velocities U+_ and U-_. We velocity) plane is at y = 0 The Mach number at the ray
will restrict ouiselves to a two-dimensional problem where origin is M, = Ui/a. The free-stream velocity above the
all interactions occur on the z - y plane We are interested ray origin is U+_ and that below the receiver plane is U_.,
in the geometry of the ray that commects point (0, yr) on! defined positive. If the ray origin and receiver are choscn
the source plane with point (x0 , 0) on the receiver plane to be at the edges of tire shear layer, then U+_ = 11, and
(" ig 2) The group vh city, V, consists of the geometric U 0_ = 0. In the present constructions, U+, = 5U and
sum of the local velocity vector and the local speed-of sound I_- = 0 5U).
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Fig. 3 shows the ray paths for Ml=O, 0.5, 1 0, and 2.0 energy invariance of Eq.(4) becomes

The rays correspond to 01 ranging from 0 to 300 in 12 - I a A, EdO
cements For AM=0, the rays are straight, since no gradi- 2
ents are present. As M1 increases, the rays get progiessively
more distorted In the cases with Ml > 1, certain rays that On die receiver plane, where M = 0, the wave fionts are
are originally directed away from the receiver plane get re- perpendicular to the rays This gives A,.(x,O) = dx ccs00 ,
flected from the uppei flow region and eventuall cross the where dx is tile "footprint" of the ray tube oii the .r-axis and
receiver plane. Although not included on the figure, some 00 the angle at which it crosses the x-axis (Fig 5). Also.
rays that cross the receiver plane get reflected from the lower we note that fl(x. 0) = w=constant, since M(x, 0)=0 For
flow legion and cross the receiver plane once more. a = a=coistant, the intensity on the x-axis is

Knowing the geometry of the ray paths we can also con- I(X)- o do
struct the wave fronts, shown in Fig. 4. The time interval a, dx cos0o
between wave fronts is 0.5, with a = I and yv = 1. As ex-
pected, the wave fronts also become distorted as the Mach I this paper, we wl be compaing intensity distfibutois
number increases The wave-fiont geometries for the .M1 =2 create o by a source with constant .and w, hence the first
case are particularly inteiesting as they illustrate that. even fraction on the right-hand side will remain constant. For
though the velocity at the source is supersonic. the signal the sake of simplicity, and without losing any information

eventually piopagates upstream of the souice Thisis due to on the Mach-number effect, we set w2',/ai = 1 and obtain

the lay reflections from the lowei flow region, as illustrated ( dx -
in Fig 7. I(X) = o s0o ) (5)

ACOUSTIC INTENSITY DISTRIBUTION

The derivative dx/d0i was computed by numerical Integra-
Of interest now is to fiad the sound intensit icceived ion (,iA-order Runge Kutta) ot the relation dr = (U -

by point (x,0) from aii acoustic source at (0,xi). '[lie sound acosO)dt, ii connection with Eq (2)
latensity is commonly cdefiied as = t 2 /(pu) whle p' is
the acouitic pressure fluciuation and p the deiisity of the Computations of I(x) were carried out for the condi-

medium A fundamental ceiurg) -onseration law i 111ol01- tions corresponding to the ia) constructions in Fig 3, Tlhe

pressible geometric acoustics is thdt the produt of intensit% intensity distributions are shown in IFig 6, where it is oh-

aiicd rri-tube arei mciains (onstant. For the compressbile served that they become narrower as All incieases At high

case, the (oineration laa for I, deii',ed by 1l3.( khiitzev l M, the intensity reach(- very low values not far fiori the

1916) and by Hayes (1968), is of tilie form It is Iistructive to connect these distributois to the
ray constructions of Fig 3 The low intensities are generally

A, - constant (1) associated with rays t hat cross the y = 0 plane after refle :t-
2 Ig fm o1 the uppe or lower flmo legions, N ;th resulting large

a here A,, is the ray-tube area, defined by the Iitelsect lo ray-tube areas
of adjacent ra% s i th wave fronts, and Q = d/( I - AIsInO) 12.
the sound frequency heard by an observer moving with the
medim. with w,,th'e frequency of the acoustic source Note 1.0
that the expression iii Eq (4) cannot le evaluated at the
source Rather, an a.ssumption must be made as to the 0 8-
%alue of the acoustic energy flux la,,/f12 conservedh aitin 0.
each ray tube 1(x) 0.6-

0.4--

a "-0.2

0.0-

-10 -8 -6 -4 -2 0 2 4 6 8 10

x
IA,,

y 0 - - Fig 6 Acoustic intensity distributions

Yx INTEGRATED INTENSITY

Fig 5 Ray-tube geometry The intensity distributions of Fig. 6 indicate that, as the
Mach number at the source location increases, communica-
tion between the source arid the receiver plane is confined to

To define a ray tub, we consider two adjacent rays ong- a &inallem region. To make quantitative comparisons anong
imating from the source with wave-norial angles 0 and the different distributions, we examine the integrated inten-
01 + dO,, as shown in Fig. 5. We now make the assumption sity along x
that the source is ominidirectional, that is, the energy flux Is E, I(x)dx (6)
umiformly distributed with 01 Consequently, each ray tube
contains all energy flux FdOl, where . is a constant. The where L can be seen as a measure of the total acoustic

energy flux received ou the y = 0 plane. From Iq (5), we
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have A d f dO their energy flux twice If the receiver is chosen to be located

E = 00 dx ] - o (7) at the lower edge of the shear layer, then 012 = C13 and tile

last integral vanishes. It is interesting to note that the result
Note that the integral in x is converted to an integral in 0. given by Eq.(10) does not depend on the specific functions

The relation between 00 and 01 is known through Eq.(2) that describe U(y) and a(y) but only oil the free-stream,

sin0 0  ao sin01  
souice, and receiver conditions

al - Ui sin01  Calculations of E were performed for constant speed of

thus evaluation of the integral in Eq.(7) is straight-forward sound and for the following free-stream conditions:

once the limits for 01 are determined. To find these limits, (a) U+_ = Ui, U_. = 0 (no reflections);

we must establish the range of 01 for which rays actually (b) U+. = 1 5Uf .1__ = 0.5U1 (moderate reflections);

cross the y = 0 plane. Obviously, the rays that do not (c) U+., = 3U 1, U-__ = 2U(strong reflections).

cross the receiver plane do not contribute to the energy flux The integrated intensity E is plotted versus MI in Fig. 8

received Also, attention must be paid to which rays cross First, we note that for MI=0, E = oo. This is not surpris-

the receiver plane twice. ing as we realize that the straight rays of the incompressible,

U+. . uniform-density case, create a footprint of infinite extent on
the x-axis. lowever, as M becomes finite, E also b.comes

O finite and decicases with increasing Mi, reaching an asymp-

U /-- -' totic value at high Mi. The magnitude of E is higher when
YYl ,,r,ty reflections occur, as is expected from Eq (10)

a 6-
/ _

U_ E 4 - b

Fi-g 7 Ray reflections from shear-layei bounda es.

The sketch of Fig 7 helps us visualize the discussion
that follows First, we note that no reflections can occui O _ I
ii the un;f,)rm free stream outside the layer Therefore, all 0 1 2 2
reflections will occur within the edges of the shear layer, de-

fined by the velocities U+. and Uo. We now examine the Fig 8 Integrated intensity crsus All for
ra? paths as 01 increases from -7r Let 0 1, be the value of (a) no ray reflections;

01 corresponding to the first reflection on the upper bound- (b) moderate ieflections;
ary (U = (-r+o, a = a+,, sin0 = -1), which produces the (c) strong reflections
rightmost ray that crosses the y = 0 plane As 0i increases

beyond O1, the rays cross the receiver plane and exit to
the lower free stream until the first reflection on the lower DISCUSSION

boundary (U = -U_, a = a-, sin0 = +1) occurs at

the value 01 = 012 For 01 > 012, all rays that are initially The intensity curves of Fig. 6 warrant some discussion.
directed downwards get reflected upwards. Consequently, Let us start by noting that sound propagation gets altered
they cross the receiver plaiie twice, until the reflection oc- significantly even dt low values of the Mach mimbei This
curs above y = 0. The last ray crossing the receiver plaie is further demonstrated by the integrated intensity plots of(U = 0, a y = 0,Thenlat +1) corresponds to 0 = 013. For Fig 7 Hence d.ie velocity difference need not be sonic or
01 > 013, no more rays cross the receiver plane. supersonic for the Mach number effect on communication

to become dominant

Since the conditions under which rays reflect from theboundaries are known,, the values of the corresponding 01's If we were located at the same streamwise position a~s
are readily obtained from Eq.(2). We have, the source (x = 0), we would feel a gradual loss of sound in-

tensity as the Mach number at the source location increases,

Oil = -+ Si ( i but we would not be completely cut off from the source even

(a+- + U+, - U) at high Mach numbers At MI = 1, for example, the inten-
sity loss would be about 40%. The All = I case represents

012 = Sznm ( ai (9) communication between the edges and the center of a re-
a + U_,_ + U, gion bounded by relative sonic velocities. It is only when

( ___\ MI > 2 that communication at x = 0 becomes significantly
013 = Sin 1 (74a+j) restricted, but is still non-zero

and Eq (8) becomes- As MI increases, communication is inhibited both up-
strearn and downstream of the source, with the upstream

= 0
2 (101 + 20 :13 dOi (I0) communication being attenuated faster with distance than

oil cosO0 Jo,2 cos00  the downstream communication. This may Provide some
physical insight into the cause of stability at high Mach

T lhe last integral is rultilred biy two bvcause, for 01 < 0v < numbers. Since communication between fluid particles is
, tue rays cross the receiver pslamie twice, hence deliver vital for the onset and development of turbulent interac-
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(1991). large-scale structures are not discernible but small- tween two parallel streams in a gas. NACA Report TA 2887.
scale turbulence is prevalent. Thus, there is increasing, al- MACK, L M 1984 Boundary-layer linear stability theory.
beit prelimnauv, evidence that small ,cale turbulence may AGARD Report R-709.
be the dominant source of instability at high Mach nunib,,r.which kould be In line with the smiall-wavelength assnp- IMORKOVIN, M V 1987 Transition at hypersonic speeds.

tion of thus study Furthermore, since supersonic shear lay- ASS-CR-1783i. ICASEInterim Report I

ers gow so slowlN. with fluctuation levels substatially loisei PAPAMOSCHOU, D. 1989 Structure of the compressible
than ii tie incompressible case (Sanminy & Elliot 1990), turbulent shear layer AIA-89-0126.
they are much less unstable than their subsonic counter- PAPAMOSCHOU, D. &, ROSI-IKO, A 1988 The turbulent
parts Note that ltayes (1968) has shown that ray theory is compressible shear layer. an experimental study. J. Fluid
still valid in flow with small unsteadiness. Mech. 197, 453-477

RAGAB, S A aid WU, J.L 1988 Instabilities in turbulent
1, is hoped that time above findings and discussion will aid free shear layers formed by two supersonic streams. AIAA-

in the construction of more refined compressible turbulence 88-00,8
models that take into account the intricate ways in which LORI) RAYLEIGH 1945 'Theo, 0 Sm,, Vol 2, p. 1 3 2

sound can propagate ii a shear flow at high Mach numbers Dover, New York, 19,15.
The analysis presented here represents a first step towards SAMIMY M & ELLIOTT, G.S 1990 Effects of compress-
that goal, anl in the future needs to be expanded beyond ibiity on the characteristics of free shear layers AIAA J
the restrictions of geometric acoustics 28(3), 43q-445

SANI)IIAM, N &" REYNOLIDS, W 1989 The compressibleCONCLUSION ".ning avei' inear theory and direct simulation. AIAA-
89-0371

Geometric acoustics theory has been applied to study
the effel t of Mch numiier on the sunt,, field reared by a ,ll IX, M & SOLIGNAC, J.L 1966 Contribution a l'etude

experiu ,ntale de Ia couche de melange turbulent isobare
toure Msie a to-desmnaeidiso ar layco It s found that d'uiin ecoulenent supersonique. Symposium onl Separated
the YMacli niber seerely distorts thlie acotiC rays, ire- Flow, AIGAID Conf Proc. 4(1),.241-270
ating regions where little signal is heard Sound-intensity
distributions on a streamwise plane become narrower with ZIIi\aN(;, M KUiiOTA, T & DIMOTAKIS l.E. 1988 Onthe iiistabmlity of iniviscid, compiessible shear layers A11IA-
iicreasiig Mach number, indicating a dmnimshmng influence 88- 953,;-'l)
of the source on the surrounding medium'm The study sug-
gests that the Mach number inhibits acoustic interactions in
the shear layer, which is offered here as a fundamental ex-
planation for the stability observed at high Mach numbers
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Abstract. where the density-weighted pdf A is defined by

The mixing model based on pairwise interaction of notional - 1 p(m '0,1)fl(v!,

particles in scalar space is analyzed The equations for the ,P)
higher normalized moments show that the model based oln
uniform probability for the outcome of the mixiiig interac- and the scalar dissipation rates e,j in the conditional expec-

tion does not approach a Gaussian pdf in the limit of decay- tations are defined by

ing or maintaned turbulence Further analysis of the mix- &P, a'.'
ing model generalized to conditional pdfs shows that mixing 5,j (9"T  (3)
can be regarded as jump process, where selected notional

particles undergo mixing and particles not selected remain with 1, = F, = r For homogeneous flows without chemical

unaTected. The jump rate pdf is shown to depend on the teaction the pdf equation describes turbulent mixing at a

pdf itself reflecting the availability of mixing partners Fl- single point

nally, it is shown that a modification of the pdf dcscribing
the amount of mixing (luring pairwise iiteraction leads to 0f -_ -2 = ()
a mixing model which is governed by a Fokker-Planck type (-f -k 'F =p uOk) f

equation.

1.0 Introduction. Any closume model for the mixing process described by (4)
should share as many properties as possible with the exact

The calculation of turbulent flows with chemical reactions term It should preserve normalisation and mean vah'es and

based on pdf methods requires a closure model for mixing. decrease variances and covariances. The pdf should remain

Two approaches have been developed to deal with this aspect nonnegative and should not spread outside the domain of al-

of pdf rnetnodb. First, simplified mechanisms for mixing in lowable states The presently available models for the nix-
a turbulemit environineit were proposed and their statisticala trbuentenvronentwer prposd ad teir Aaistcal ing process in the pdf equation have several shortcomings
properties lead to closure models (Dopazo 1975,1979, Jan- iigpes in te an have sever devshorm

icka et al 1979, Pope 1982,1985) and second, mappings were (e, 18 and Chen andolsmann, 1989 he deloInent of improved mixing models r qures careful analysis of
proposed to express the pdf in terms of a Gausian and the the physics of mixing and the mathematical properties of the

Jacobian of tme nonlinear napping (ChenChen amd Kraich- corresponding terms in the equation for the pdf. The case of

ian 1989) Following the first approach a class of closure

models based on the notion of pairwise interaction will be ingle scalar 'ariable will be considered for this purpose.

analyzed It will be shown that either a jump process or 2.0 Moment analysis of the pair interaction model.

the approximnation of a smooth process satisfying a Fokker-
Planck type equation results depending on the shape of a The class of mixing models to be considered in detail is given

pdf describing the degree of niixing by

The pdf transport equation for the set of I thermo- cheii- (O]J 1 r d i
ical variables can be given for high Reynolds numbers in the at .i, "' 1'
form (see Kollmnann, 1987)

"9f afO t (9 O
at OX + Z .-"Q)tpi,'" ci)fm)) The properties of this class of models can be assessed in

=ii terms of the normalized higher moments

T.) (9)

1 02

-(P) Z E ((,kI'5 c,).m) (1) Inm particular skewness p3 and flatness p4 will be considered.
)= O= P'k The central part of the mixing model is the kernel T. It

is time probability that the interaction of a material point

T = V' with a point T = 'p" produces the values I = p
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and %P P ' + i" - V and is called the transition probability k n-k

T',p,).T must satisfy the requirements a
fl:f0(2) Ilk q=

T ( p', p , p) = T ( ', v , ,' + -v 1 ) (10) k= (2) P=O q=0

) =) (i f) o (k (22)

and T is pdf with respect to p Inspection of the right hand side shows that no moments of
order higher than n appear. An easy calculation shows that

df0(12) t', ) ( 12) he right hand side of (22) for n < 1 is indeed zero, hence

are normalisation and mean value preserved in time. The
Conditions (10)-(12) lead to a class of transition pdfs con- equation for the second moment

stiucted as follows (T,) = _ -2)((T-') -/(,))  (23)

', )= G(H ', ", ) (13) N 4r

can be solved analytically for given G(() and time scale r
wheze independent of I The solution can be inserted into the

2 ,equation for the third moment, which can then be solved
1P "- i(v + 4")] (14) This process can be continued up to the nth level and it

becomes clear that the mixing model (8) corresponds to mo-
and ment equations that are linear with time dependent coef-

t[r"',4"] (15) ficients The segregation parameter for a binary mixture

0 otherwise. follows from (2) and (22)

and G is a nonnegative symmetric function defined on [-1, 1)
such that 91 -jYA

l = -L( 2 - m2)aaB

dCG(() = 2 (6

1 ard shows that OAB decays with a rate determined by the

holds If G = 1 is chosen the mixing model of Dopazo (1979) time scale and the second moment of the transition pdf

and Jamcka et al. (1979) is recovered and for G(() = 26(C) The earlier analysis of Pope (1982), Kosaly (1986) and
Cul's (1963) droplet interaction model is obtained The Kosaly and Givi (1987) showed that the normalized higher

function G(C) describes the extent of mixing and is anal- moments of even order diverge and that the skewness (n = 3)
ogous to the pdf A(a) introduced by Pope (1982) for the ienains constant if the time scale r is constant Equation
same purpose The moment equations follow from (8) by (22) repioduces these results. It follows from (22) and (23)
integration that

J =r{J - o'")) (17) Ft = 0 (24)

where and
r a = (2 - 2 M,2 + 14)(44 + 3). (25)

J,.j-=- d' j d"f( ')fol")G((("', ")) hold It follows fioin m2 !< 1 and in > 0 that J14 grows
exponentially for constant time scale r. The time scale r is,

(18) however, not constant in homogeneous turbulence unless it
is maintained by an external force field. If r = rot"' with an

The triple integral can be expressed in terms of the moments exponent larger than unity, then the noirmahzed moments
of the pdf f and after lengthy manipulations the following (*ease to grow wit, time and the liiiting foim of the pdf de-
result is obtained pends essentially on the transition pdf The measurements

of Conte-Bellot and Corrsin (1971) show that the time scale

",- =  . M (19) formed with the kinetic eneigy and the integral length scale
k=0(2) has an exponent In = 1.025 in their grid generated turbu-

lence. The normalized moments would not grow over all
where the summation is carried out with increment two (even bounds in this flow.

terms only). .I, is defined by

k ,k(_ )(1 3.0 Analysi of the mixing niodel: Jump piuce,.

E = (-l"Q (Ti -q) (11 7 +q}( 7 -p-5) (20) The integral form of the mixing model indicates that it may
P O q=O be regarded as jump process. This is in fact the approxima-

and G posesses finite moments of even order, because tion ued in the numerical simulation, where only a randomly

selected subset of notional particles takes part in the mix-
.ngopcrato" and the rest remains unaffected. The analysis

T jk d(('G(() < ] G(() = 2 (21) will be carried out in two steps: First the pdf equation cor-
responding to a stochastic differential equation containing

holds. Tile moment equations are then given by the increment of a jump process will be derived. This is a
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fairly standard procedure and can be found for instance in together with its normal derivative at the boundary of the

Gardiner (1983, ch.3.4). Let the sde be given by lange of values of Y and integrating over this range. Ex-
ploiting the conditions imposed ol f and the smoothness of

dY = -Adt + B1dW + dJ (26) Q(y) leads to the equation for the pdf f (see Gardiner 1983).
It emerges in thle form

where d1V denotes the increment of a standard Wiener pro- It er 1n t o

cess Of + a(Af) = a,(Bf) + dx[W(ylx, t)f(x, tlz, t')

(dW(t)) = 0

and 
-W(X1Yt)f(Y,t1zt')1 (31)

(dW(t)dW(t + di)) --dt The solution is determined by the initial condition

and dV is the increment of the jump process The pdf equa- f(y, tiz, t) = 6(y - z) (32)

tion is now sought for the conditional pcf f(ytlyoto) de- The equation for the single point pdf f(y, t) can be obtained

fined by without difficulty by multiplication of (31) and (32) with

f(y, tlyo,to)dy -Prob{y < Y(t) < y+dy,Y(to) = yo) (27) f(z, t') and integration over z. The resulting pdf equation is

identical with (31) and the initial condition becomes

where to < t must hold Several conditions are now imposed fyltl) = MY)

on this pdf to insure that the equation governing its temporal

evolution exists. Let c > 0, then the following conditions where f0 denotes the given initial pdf. Equation (31) is the

must hold uniformly i y, z, t: tool for the analysis of the mixing model (8). We note that

the integral model (8) can be recast as

lim -f(Yt + tlz, t) = W(ylz, t) for i - zJ > c (C 1)
, t-o Of( Yt 1Z t') _

i r f dy(y- z)f(y,t + tz.t) = A(z,t) + O( ) 
t I Z

-Z<C(C2) dxf(x, tlz, t') I dy"f (y", ifz, ')T(x, y", y)

lim 1- dy(y - z) 2f(y, t + tiz, t) = B(z, t) + 0(c) -- f(y. lz,t') (33)

Y-ZI<E (C 3) because the derivation of the mixing model can be carried

out for the conditional pdf f(y,tiz,t') without any modi-

Conditions (C 2) and (C 3) must also hold uniformly with fications. Comparison of (33) with (31) indicates that the

respect to c. The function IV(ylz,t) may be singular but definition

must be at least integrable The definition (C 1) implies 1 [

that W(y1z, t) describes the expected rate of jumps of size W*(yX, t) _ - dy"f(y", tlz, t')T(x, y", y) (34)

ly - zJ per unit time. Integcating W over all possible values

p leads to the expected rate of jumps (or mean time scale puts the mixing model into the form of a jump process. The

for the jumps) property to check is the existence and the value of the inte-

00 gral

dyW(ylz, t)= R(z, t) (28) !l0 fi
SdxW*(xJy, t) = dx] dy"f(",t z, t')T(yy",x)

originating at the value Y(t) = z. The ronditioun (C.2)

and (C.3) imply furthermore that W is related to the drift It follows at once from (12) that

velocitv A and the diffusivity B by I I(~dW*(xly, t) =-(35)
1 T

] (y - z)TV(ylz, t) = A(z, t) + 0(E) (29)

Jv-ZJ<(d holds and the mixing model emerges in the form

and 
(Of(v, t1Zt')). [ dx[f(r,tlz, t')W'(ylz, )

y - z)2W(ylz, t) = B(z, t) + 0() (30) ( afeJ ezt i,

Finally, it should be noted that the Lindeberg condition (see -f(y'iiZt') W(XiY')] (36)

Gardiner (1983), ch.3.4), which states that the sample paths equivalent to the pdf equation for jump processes (A = B =

of the -,tochastic process Y(t) are continuous if for e > 0 0 in (3.)). The probability W' for jumps from x to y per

W(y 1z, t) = 0 holds with probability one, allows proper in- unit time for the mixing model depends according to (34)

terpretation of W. It follows that W # 0 implies indeed sam- on the probability f(y", tJ, ') of finding ,ui element with

pie paths with jumps. The transport equation for f(y, tljz, t') Y = y" such that y is the interval Ix, y") and the probability

can be obtained by multiplying the pdf f with an arbitrary, T(x, y", y) for the interaction of x with y" to produce an

twice continuously differentiable function Q(y) that vanishes element with Y = y
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4.0 Analysis of the mixing model: Relation to the which is expanded to third order leads to

Fokker -Planck equation. y - 12ex 1 Of + 1 
2  0 ) f

Thepdfequationforpuremixingwasshowntohavetheform 1 I 2 - 1 = f(y)-(-y) + ( y

of a master equation for a jump process (36). It is instruc-
tive to consider the limit of this equation for the jump size A similar expansion for

approaching zero. It is known that jump processes can ap- + 112E) 1 O 1 2  +
proximate diffusion processes in this limit (Gardiner 1983). f(O + 

1)+( 2- (x-- p3

The investigation of the mixing model for the limit of van- 1 + 1/2c O( + 8y + (

ishing step size is based on the following consideration In leads to thc expansion for the jump rate ;df
each time step all the notional particles repiesenting an ap-
proximation of the pdf participate in the mixing step and W(yx ) =
the time step controls the amount of mixing. It follows that

a new parameter e measuring the amount of mixing u. ist A 1 _ Of ))y
be introduced into the mixing model. The pdf for the jump Y) {f(p + -e[(x ) - x) - h(x - y)) -f()]

rate is modified to include c

(YIx, t. C) - dy"f(",tlz, t')T( , ",p, ( +e2[(x-y)2 -2(x-y)- ( x) - h(x - y))] +O(d)}

y - r)~,y" ,c) (7 8 OY2 O9y

via the transition pdf T (43)
The integrals in (36) are evaluated over the interval [0-, 1+]

T(x, ?/", y, :) = G((, c)H(x, y", y) (38) to preserve the normalization, which implies that

where 2 - (39, o ) (1) = 0

denotes the centered variable defined in [-1, 11 and H is holds. The mixing model appears now in the form of a power
defined by (15) The shape function G controls the aniount series with respect to E
of mixing if it is modified to allow mixing only in the e-
neighbourhood of the states befoe mixing' G((,c) > 0 fof
,(yE [x, x + e] U [y" - E,y"] for x < y) or (YE [J' - (,x)]U at - M,

[y". " -f E[ for x > y) and G ((, ) = 0 otherw ise Clearly, if
appioaches zero no mixing takes place and if c = 1/2(x + y") (14,1 [f f .- f-
the original model is iecovezed Tile analysis is now carried 27 2?J ° 2 --

out with the shape function defined by 1 u7 )[ d f ( )- Y dxf( )]+ [1 2f drf()( x-- )2

G((, c) = A{ (( + 1 - c) + 6(( - 1 - e)} (40) - 1f]y)J 8d OYd2

wheme A denotes a quantity depending on E only Note O-2 ( dxf(x)(- y)

that this definition of tile shape function gives the maximal ayJo

amount of mixing for the restricted range and is symmetric Y
as required for the pair exchange model The jump rate pdf - dxf(x)(x - y)) - 4f(y) j dxf(x) + 0 (,' )}  (44)

emerges now in the form Is
This relation shows clearly that for time scales of the or-

A ( (I)= -{Ii - f(Y-_') - C + 1 - 6) der e a Fokker-Planck-type equation results fom the mixing
I7 - X - Y model wth the shape function modified according to (40).

It foilows that the drift term reduces the variance and the

+h(y - x) ft[  - 1 - )} (41) interaction of a notional particle with a randomly selected
7, 1 - mixing partner appears as random stirming in scalar space

where h denote., the unit step function The integrals can Numerical verification of this result is presently carried out

be evaluated and 5.0 Conclusions.
A_1 , )f( g- 1/2cax

W(yja- .) A 1 yh(x - 1( x) The mixing model based on pairwise interaction of notional
i 2 + Y particles in scalar space was analyzed The dynamics of

I + !/2ex higher normalized moments shows that the model based on

+h(y - x)f(-" - ) (42) uniform probability for the outcome of the mixing interac-1 + 1/2 del f.n does not approach a Gaussian pdf in the limit of dc

is obtained. The two integrals constituting the mixing model caying turbulence The normalized moments approach fi-

(36) can now be evaluated if the pdf f is analytic. Taylor ite limit values if the mixing time scale varies according to

series expansion for e < 1 (using (1 - 1/2e) - ' = 1 + 1/2c - the experimental evidence but Gaussianity is not recovered.
1/4e2 + O(E3)) leads to The analysis of the mixing model can be generalized to con-

y - 1/2ex f ditional pdf- and it follows that mixing can be regarded as
A-1---1-_ = f( - 1/2(x - &) + 0(2)) jump process, where selected notional particles undergo mix-

-/ing and particles not selected remain unaffected. The jump
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rate pdf was shown to depend on the pdf itself reflecting the
availability of mixing partners. Finally, it was shown that
a modification of the pdf describing the amount of mixing
during pairwise interaction leads to a mixing model which

is governed by a Fokker-Planck type equation. The mixing
interaction has to be carried out with a time scale propor-

tional to a new scale E. If c is sufficiently small the mixing
model appears as drift and diffusion m scalar space.

References

Chen, H., Chen, S. and Kraiclnan, R. H (1989), "Probabil-
ity Distribution of a Stochastically Advected Scalar Field",
Phys Rev Lett. 63, 2657.

Chen. J.-Y and Kollurann. V (1989), "Mixing modeis for
turbulent floN, with exothemic reactions", Proc, Seventh
Conf. Turbulent Shear Flows, Stanford Univ.

Comte-Beflot, 3 and Coirsin, S. (1971), "Space-time coire-
lation measurements in isotropic turbulence", JFM 48, 273

Curl. R. L (1963), "'Dispersed Phase Mixing. I Theory and
Effects in Simple Reactors", A I Ch E. .1 9, 175.

Dopazo. C (1975), "Probability Function Approach for a
Turbulent Axisymmetric Heated Jet. Centerline Evolution
Physics Fluids 18, 397

Dopazo, C (1979). "Relaxation of initial Probability Den-
sitv Functions in the Turbulent Convection of Scalar Fields",
Physics Fluids 22, 20.

Gardiner, C. W. (1983). Handbook of stcchastic methods,
Springer Series in Synergetics vol 13, Springer Verlag.

Janicka, J., Kolbe, W. and Kollmann, IV. (1979), "Closuie of
the Transport Equation for the Probability Density Function
of Sr-a Fields", J Non.-equil. Thermodyn 4, 27

Kollmaiin,, W (1987), "Pdf-transport Equations for Chemi-
cally Reacting Flows", Proc. US-France Workshop on Turb
React Flows, Rouenvol 2, 20-1

Kosaly, G. (1986), "Theoretical Remarks on a Phienomeno-
logical Model of Turbulent Mixing", Comb. Sci. Techn 49,

227

Kosaly, G and Givi, P (1987), "Modeling of Turbulent
Molecular Mixing", Comb. Flame 70, 101.

Pope. S. B. (1982), "Ain Improved Turbulent Mixing Model",
Comb Sci. Technol 28, 131

Pope S B (198) "Pd_ Methods for Turbulent Reacting
Flows", Progr Energy Comb Scl. 11, 119.

22-1-5



HIGII I II SYMIPOSIIMd ON
TIURlULINT SIWllAR FIOWS 22-2
Technical University of Munich

September 9-1I. 1991
MVATHEMATICAL MUDELLI NG

OF JET DIFFUSION FROM FLAMES IN THE ATrR)S1]1 IERE

USING A SECOND MOMNT TURBULENCE MODEL

Hermilo RAMIREZ-LEON, Claude REY and Jean-Frangois SINI

LABORATOIRE DE MECANIQUE
DES TRANSFERTS TURBULENTS ET DIPHASIQUES.

E.N.S.M. I Rue de la Nod, 44072 NANTES C6dex 03
FRANCE.

ABSTRACT ue Scalar fluxes.

The paper describes a second order closure model X1 Cartesian space coordinates.

for calculating strongly heated turbulent flows

such as plumes, and turbulent jet diffusion from E Dissipation 2ate of K.

flames in the atmosphere. In such flows, the

temperature aependent density variations are not Eq Dissipation rate of 02 /2.

negligible, and the usual Boussinesq approximation

is not justified. Therefore, it is necessary to use 't ,
4'8 Pressure-interaction terms.

mathematical models derived from the variable

density flow equations without such restrictive K Turbulent kinetic energy.

sioplifications. The model presented in this paper

is based on a formulation arising from a first 1 Dynamic viscosity.

order series explnsion or, the relative pressure

fluctu.tions (Eq. 1),, a linearization of the 8 Temperature variance.
thermal variation of the physical properties ( i et

K) (Eq. 2) and a new analysis of the dissipation p Density.

mechanisms for compressible fluids

INTRODUCTION
NOMENCLATURE

For the development of the turbulence statistical
B:, Expansion effects for any ab correlation, equations for flows with density variations,, two

ways of decomposition have been proposed:.
D., Diffusion for any ab correlation.

D , a - Favre (1965) and Chassaing (1985) proposed a
5- = - + U3 - Mean material derivative, statistical decomposition named mean weighted

averaging: the instantaneous physical variables are

E Dissipation rate of K with constant dynamic split as:

viscosity.

Eq Dissipation rate of 02/2 with constant 'Macroscopic non-zero mean
quantities randor. variable

conductivity coefficient.

K Thermal diffusivity. P

P Production for any abcorrelation. - Rey (1985, 1990, 1991) investigated another
decomposition of the density variation turbulence

P," p Mean and fluctuating pressure. mechanisms, using the classical random variable

with zero mean (Reynolds decomposition). The
R 5/m. turbulent processes are splitted as:

I constant of ideal gas.

m molar mass of the gas.

T, 0 Mean and fluctuating temperature. isovolumetric turbulence mechanisms change

turbulence mechanisms by volume variations

U,, u, Mean and fluctuating components of
velocity. The main advantage In this last proposition,

consists in the ability to identify in this
uiuj Reynolds stresses. formulation the mechanisms that are in
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incc.mpressiole fluid flows. Particularly, the turbulence

classical second order closurcs (Launder et al, Classical isovolumetric mchanis
1985; Lumley, 1983)) are still valid for the description if transport
isovolumetric turbulence mechanisms. Furthermore as for

the statistical terms interacting with volume incompressible Rflows R turbulence
variations are all known or negligible. (Iv) -4. isovolumetric mechanisms

Pof molecular diffusivityl
This formulation arises from a first order series

expansion on the relative pressure fluctuation: deviation turbulence
+ mechanisms change 0(Vv) by volume variations

1= ( - Oi 5)

This formulation is valid for mean quantities Uior
Then the statistical process applied in the - _noaltruln oreainsu _K

equations is the usual Reynolds averaging approach. T and for all turbulent correlations (uUj. K, E,

The model presented in this paper is based on u,8, 02, E8 , utuj uk u0..
olumetric variations given by Eq (1) and the

analysis of the thermal variations of the physical

properties (viscosity and thermal diffusivity)
linearized as follow: TURBULENCE MODELLING.

S(T) = o+ A(T - To ) ; (T) = I+ B(T - To) (2) The statistical second moment transport equations

are derived using the volumetric variation
where the subscript o refers to reference values, a eqion Es n e the e atlx

equation Eq. (1). As an example,, the heat fluxes

uj8 equation is given hereafter:

THE CONTINUITY EQUATION.

The main difficulty of this formulation concerns Du - ,
the closure of the set of equations because the D - = - I V) + --- + B-8 (6)
velocity divergence is not zero. In this model the-(Iv)--------------(Vv)-
continuity equation is written as where

div U, - Y = 0 (3) Dui au _ auO

Dt at Uk a X.
As a first attempt we write

(1 aTi - a 1 RT- ap
1 aP 1 aTPi3 ukO + u u + - T u u s- (6.2)

div -U T x) xk P

then Y is expressed using Reynolds averaging on the D )uo RT a (au u1  ) R(T+O) ap
right-hand side. Keeping only the dominant ters. D" - T 0 xk 

+
Fr- P

can be written as:a

1 RT - apu
Tau u-0 a au, V -- (6.3)

axx -+a = 
ix axx -(2 ax
2? T (4) (Pie R(T +0) a6o1

P axi
The divergence condition in Eq. 3 must be solved

together with the transport equations. It will be RT ( au &65
directly satisfied by an extended version of the C= 

F C, ax6 aX5

artificial compressibility implicit method
(Ramirez-Leon et al,, 1991). 08 2 IR ap V, au AU 

+ g  
u
-
u DT a

-  
j

T =p ax Dt axk-+g t -a
(6.6)

SET OF EqUATIONS. Similarly to (6), the full set of equations is
derived for all dep endent variables and can be

From these considerations a set of equations can be

written in the following general form as: written as follow:
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Du, ____ _ part generated interaction
D = Pij - Dij + 'p, - EiJ + Bij (7) R(¥+ 0) from a mutual between- - -i i(interaction between + the mean

P ax turbulence strain and
t - Pr - Dx + 4 - C, + B* (8) components turbulence

----- clow part -------- rapid part--D +4, "~+ (9) (14)

D t 
=

t P 2 2
+  2 + B 2

DE - D, -E + B; (10) where p stands for ui, 9, u A' U,0, etc.

DE- In the incompressible fluid case, for p = u,, the
- = - PE - D8 - E + B (11) rapid part is commonly modeled using the

return-to-Isotropy concept and the slow part using
S(Iv) ------------ (Vv)- the isotropization-of-production concept. For the

compressible fluid case, Ramirez-Leon et al (1990)
With regard to Eq (2), the right-hand side of soe htti omlto ssilvld

showed that this formulation is still valid.
equations (5-10) clearly separates the Similarly, for p = 0, we can write
"isovolumetric" effects (Iv), which are similar to

the corresponding terms in the equations for an ---- u. -( k

incompressible fluid, from the expansion effects 8 -C+8 , +C , 10 - +C 8 + -

(Vv).. K T~ F.x I x,)
------ slow part ------- -- rapid part--

The exact definition of dissipation terms includes (15)

a temperature dependent diffusivity coefficient.
So, new cumbersome correlations appear in the where T. is a mixed time scale, Cve,,= 3.31, and

system. This difficulty can be avoided if using a C 0 ,2= 3.46 . The value of C0 ,3= 0.45 has been

simplified form. Assuming high Reynolds number and modified from the inccmpressible value (Launder et

local isotropy hypothesis,, the dissipation terms al, 1975), in such a way to include the expansion

are expressed as: effects.

RT - aui auf Vandromme et aZ (1983), have found that a similar
Z= -- E E E = x x (12) formulation is appropriate for compressible fluid
P 1o flows.

X E9 ; EG N (13) Pressure-diffusion terms.
0  P i j The pressure-diffusion terms are supposed to have a

,here the diffusivity coefficients thermal weak influence in the development of a

dependance involving temperature fluctuations have two-dimensional turbulent flow. These terms have
been neglected.been neglected.

So, this set of equations is open and the selection
of the proper models for closure must now be ThrodecreltnsThe exact equations for the triple products have
considered. been thoroughly derived. In these equations, the

convection, the main strain production, and the

diffusive transport by pressure and molecular

action have been omitted. Furthermore we used the
gaussian approximation for the fourth moments. The

SELECTION OF CLOSURE MODELS. final form of triple correlations is:

The second term of (6.3) can be neglected assuming t I Te simple volmetric)
a high Reynolds number and C,8 is set equal to zero rre = - C gradient-dffusion lexpansioni

based on the local isotropy assumption. li form part )

.(Iv) ----------- (Vv)
If we were to keep the incompressible flow closure As an example, we give the modeled equation
methods, difficulties would arise from both the for ulukO correlations:
pressure correlations and third moment terms.

Therefore, the closure model has been determined in t[u-

the following way: u1 uwO= -C.UOT jujuu , T-Iu

Pressure correlations terms. ---(Iv)---
A model for the so-called pressure-rate-of-strain ue 2 ( u

correlation is first presented, This term may be - x - g3 ux, +  
a.,
6 H

written by means of a Poisson equation, as T U a ax, T
----------- -------- (Vv) -------------------

(16)
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where an "isovolumetric" part (Iv) and a volumetric As can be seen on Fig. 1, the convergence curves

expansion part (Vv) appear. for an incompressible flow calculation (Chorin's
method) and for a non-Boussinesq flow calculation

Finally, the modeled equation for the turbulent (present method) are not significantly different.

heat fluxes can be written as:

Du G SIMULATIONS OF A STRONGLY HEATED JET.
-= Pie

Dt Preliminary numerical calculations were carried out

S u- uu u(Ui U10 with a simplified version of the model. The aim was
-- C . CV, 2  Cv.uk [O -w + - only to test the sensivity of the non-Boussinesq

extra terms originated from the volume variations.

+-Ou0 uC. 9- UUl This initial tests were run neglecting the

T 3x + + gk compressibility condition in the continuity
equation (3) (i.e. Y = 0). Therefore, only the

U aUk _ au0'e volumetric effects appearing in the transport

" CuueT. ----- Ui--- + .- - equations (denoted Vv in Eq 5) are accounted for.

This paper is restricted to these calculations,, the

02 uu ul 4'au auk full model results are presented on slides in this
- K - r-C¢8 ,-i ---- C $8 ,3u w I - - I Symposium and will be soon published by+L 0. %9,, 1k +

T 2 k 37XRamirez-Leon et at (1992).

+ (DU, au -A- +  i]+  -I- + 
al-, (17) Two heated plane jets with the same exit Froude

DT ak T Dtnumber, are considered. The exit velocity and

temperature conditions are presented in Table 1.
The complete set of equations is derived using

similar considerations.
ITable 1. Exit conditions 1

A detailed description of the present model will _______ 1._Exit____________

appear elsewhere (Ramirez-Leon et at, 1992) flow teuperature width velocity Froude
(K) (M) (m/s) Number

NUMERICAL PROCEDURE. 1 22 80 5 o.4E 470 3.7 5 0.
The previous section has outlined a closed system

of elliptic partial differential equations (6-11).

A vertical weakly-heated jet (AT = 22 K, denoted

A finite difference approximation has been used Flow 1) and a vertical strongly-heated jet (AT =

involving the M.A.C. method with centered- 470 K, denoted Flow 2) were calculaced in such a

differences for diffusion termes and an way to compare the transversal turbulent profiles.

upwind-weighted scheme for the advection terms. At

each time step, the divergence condition (3) is 7.10-_

directly satisfied by means of an implicit

iterative method. This method is derived from the u'0 6" . .**

artificial compressibility method (Chorin, 1967) UM"xaTMAX 5- I Low L roW 2
extended to non-zero divergence flow (see Eqs (3)

and (M). 4

Div V + Y (Eq (3) 3-*o 60
120- -1 _ 2-6
100- ' :', 7 "ax, -, ZI, 2 ax, F4) I *

1 0USSINSQ APOXIMN

NON BUSSIN EQ CALCULATION 1
601 FLOW 1) -3 -2 -1 0 1 2 3

40 0 (FLOW 2) I
=

20
Fig 2. Transversal profile of the vertical

turbulent heat flux in heated jets.
0 200 400 600 800 1000 * With volumetric expansion

Iteration number effects.

Fig 1. Convergence of the continuity equation. Without volumetric expansion

(Eq (3)). effects.
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The longitudinal and the transversal heat fluxes 05
and the temperature variance profiles, normalized 8v *****

with the axial velocity and the centre-line r. FLOW 2
temperature excess, are plotted (star symbols) on 0.4 * *
the figures 2, 3, 4 respectively. * *

flere q denotes the horizontal space coordinate 0.3
normalized with the half width b of the mean *
velocity. The same calculations were also carried *0
out avoiding volumetric expansion contributions 0.2.
(terms Vv) on turbulence mechanisms (circle full
symbols). 0*

0.1 *0
As it is readily apparent, the extra terms affect 0S AOT0
the turbulent thermal fields of the strongly heated BOUSSINQ A ATION
jet. They induce a strong decrease on the
longitudinal turbulent heat flux level. This -30 -
influence is negligible in the weakly heated jet, 3 - -1 0 1 2 3

x
As it can be r~en in Fig. 4, the horizontal heat b

flux is only slightly affected. This illustrates

the non-isotropic influence of the "extra terms" Fig 4. Transversal profile of the temperature

contributions. Nevertheless, the variation is still variance., (Symbols as Fig 1)

significant.

5.10"2
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ABSTRACT + Ou -10p 02,(2

Here. we present new results on the cempara- F +  = +P V"T, 2
ison between two models of turbulent combustion where v, is the molecular viscosity, p the pres-
and the results of the Direct Numerical Sinulatioin s p the density. Initially, a given energy spec-
of preliixed reai ting turbulent honiogeneous and sure pse by tillain
isotropic flows. The first model to be compared is trm is ilnposel by the relation
a combination between a presumed P.D.F. model E(k) = Oxp(-20116) (3)
and the I.E.M. model (Interaction by Exchange
with the Mean). The second model is the Curl's where k is the wavenumber. Then tle turbu-
model (1963) where a P.D.F. transport equation is lence is free-evolving. Due to the given spectrum,
solved by a method of Monte Carlo. The humieri- the initial Reynolds number based on the integral
cal experiment undcr study is a turbulent preimix,,d scale is about 50. The rulnerical method to solve
inediui with pockets of burned gases This ailows the set of equations is a pseudo-spectral method
the study of the problem of the autoigniitioii. (with 323 or 643 grid meshes). This metbod has

been used by several authors (e.g. E.S.Oran andINTT  DUCTION J.P.Boris (1987), S.A.Orszag (1972), P.A.McMurtry
and P.Givi (1989)) due to its high spatial accuracyAll the models that have been so far for the p'e- to solve homogeneous isotropic turbulent flows.dictions of turbulent reacting flows lest on closure The equation governing the evolution of the

assuml)tions, similarly to the mathematical turu-
perfectly piemixeh turbulent scalar field is:lence models that have been prol)osed for non re-

active tuibulent flows. Some of these assumptins aC OC , 2C(4)
have been tested against experiments, ulit only to a T , 5 a7
small extend. There is a great need of detailed ver-

ifications of the proposed assumptions, and exper-
imental verifications in reacting flows are far mime where Sc is the Schmidt number, C the scalar
delicate. An other advantage of the Dire't Nuiier- field and Ti' the reaction rate. The Schmidt num-
ical Simulation is that we caii easily separate the ber was chosen equal to 0.36 in order to avoid an
several different phenonena which interact in tur- increase of the energy at the spectrum cut-off. The
bulent reactive flows, with which several differei)1t Lewis number ( the ratio of the heat diffusion over
closure assumptions arc associated, and it, is quite the mass diffusion) is equal to 1 and the flow is
impossible, in a physical experiment, to test sepa- isenthalpic. In this case, one can demonstrate eas-rately these different a sxiimpons. ily that the temperature is linearly related to C.

To our knowledge, the most recent work which That's the reason why we have chosen a reactiol,
deals with the same aims is described by P.A.M(- rate depending only on C ( and not on the temper-
Murtry and P.Givi (1989). Contrarly to P.A.,I(- ature) given by the relation:
Murtry and P.Givi who are interested with the non
premnixed case, we present here results only in the W(C) = - 42

C 1 - (5)
-remnixed case. r

where r, is a characteristic chemical time (1/r, =
I DIRECT NUMERICAL SIMULATION f, ;VW(C)d). The quantity (1 - C) holds for the ten-

perature, and the usual Arhienius law for the kinet-
We consider here a 3D homogeneous incomn- ics is replaced by a power law. C = 0 corresponds

pressible turbulent flow field. So, the governing to burned mixture and C = 1 to unburned mixture.
equations for the flow field are the following Navier- At t = 0. we have large pockets of unburned mixture
Stokes equations: with small pockets of partially burned mixture in

order to initiate the reaction. As time increases, an
0( autoignition phenomena takes place in a turbulent

-- 1 medium. This phnomena is similar to the study of
C.Dopazo and E.E.O'Brien (1974). On the Fig.i,
we can see that the hypothesis Le = 1 and h = cste
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is not at all restrictive since With le = 0 5 or Le = 1.5 1. NEW PRESUMED P.D.F. MODEL:

with a reaction rate given by W = -42C(1 - T)5/r,. "AUTO-IGNITION"
the results are similar althcught C and T are no
more linked. The spectrum of the scalar fluctua- 1.1)
tions is the same that the velocity spectrum. We used here lagrangian equations derived from

The Damkh6ler number (= TT/"r where T is I.E.M. model for a homogeneous isotropic turbu-

the characteristic turbulent time) is near unity in lence field as
all the results presented but it Las been slightly
varied to see its influence. dC = T - C + IV(C) (6)

dt Te

07......................... . ..... 17
dt 

(7)

Assuming that the reaction is sudden, the trajec-

Le =1.5 tory is formed by the line AI, IS and SB in the

phase space (Fig.2). I is a point on AM that we

<C> 
determine by

C1 -CE = et W(CI)I (8)

r, being the turbulent exchange time in the medium.

LeQ5. This is an implicit relation that permit us to deter-
mine C1, function of r, of the chemistry and of T.

We could see it's solution by the line 1 in Fig 3.
O ]The point S is supposed to be near zero: W(Co )=(T-

J~m C,)/r,, (see the line 2 in Fig.3).

0 Time 5

1. A

Le =0.5 e

<T> =Le=1.5 0 C

Fig.2. Phase diagram of the I.E.M. model

7 .- C

0.3 W(C) ex I

0 Time 5

Fig.l. Evolution with time of the mean concen-

tratioa (upper Fig.) and of the mean temperature 2

(lower Fig.) computed by the D.N.S. for two values

of the Lewis number 0 C
0 s C C,

Fig.3. Plot of the different solutions for the Eq. (8)

depending on the value of the exchange time r,

11 MODELISATION If r,, is small enough, - is too high and the

Two models for turbulent combustion have been slope does not permit us to find a C, near zero,

used. The one which combines the presumed p.d.f. only C, near Z exist (see the line 3 in Fig.3). That

model to the lagrangian equations, where the com- implies that there exist a certain value of 7,, func-

bustion is supposed to be sudden, and the other tion of T and of the chemistry for which there is

based on the transport equations for p.d.f. with a no inflammation. For this case, we represented

curl's closure for the mixing term. the form of the p.d.f. by the ones of Fig.4 (see
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H.J.Moon et al (1989)). and! TV' is calculated Nvith since I is onl AM

P(0 1) = P(C)-O I - P(C) (12)

P ~and as onl Al there is no reactioii (or very little),
PA and by integrating the previous equation with the

assumlption that the trajectory is very flat between

and S, finally, we obtain

IV -do- -- P(C)C 13
Fig.4. The 4 presumned shape of dhe P.D.F. in the 7er e 1 -
initial model Where (10 and P(C1 )(=b) is given by the form of

P(C). To calcutlate C'Iv we use the samle principle

In the case where 7', > 77, we have p)ropose(] aind we have
new presumed p.cl.f. that resembles to the p.cl.f. of - = T- 2

r, < T, but with a slight difference. T, represents C'111 = -do) - -- P(C)C1 (--- - C) (14)
the case when the line (C-C)/m' is adljacent to tli' 7rZ r2e

curve W(C). For o < C < C, we assumied that there
is no presence of thle probability for C since after 2. CURL'S CLOSURE
thle ignition, C is constuned infinitely fast. Three TeCr' oe sepesdb inprp~aramieters depending onl . Zt2 are needed to die- euthen Cufor t delf Is tepomesse u y atinrfiletil fom o p~~f.d1,bd0 or he hap M~lid flow considered here. the evolution of the probahil-dl ,b). and C.k, for the shape (2) (see Fig.5). ity is given by

*dl (1) P,(2) Ot- (P(C)IV( C))
do dO

b b M_+9110]P(C + C')P(C - C')dC' - cwP(C) (15)

C' U , C r (See R.L.Curl (1963), S.Pope (1982), P.A.MN-cMurtry
and P.Givi (1989)) where uw is the appropriate tur-Fig.5. The 2 new shapes of the P.D.F. used whenl bulence frequency. This equation is valid only in a

7- >r homogeneous mnedicum, with mean velocity zero. In
the Eq.(15), the r~' r.h.s. terni is the reactive termi

Thle governing eqjuations for liomnogeliou-s. isotiojm which rep~resents a convection termn in the lproba-
inopesbeturbulent reactive flows are. bility space while the 2 "d r.h.s. termi is a molecui-inoprsibelar diffusion term which destro 'ys the fluctuations

(IC -also in the probability spce The resolution of this
T ' (9) equation is clone by the method of Monte-Carlo and

we have used the method employed by C.Dopazo
(IC1 + 1W(0 1979). CjrrIdtN particles are randomly selected

d 2c, +"C1I'mIo) nt of the N particles representing the scalarn p.d.f.
whre =f D.""Cl-'. Foi the modelling of the at time t and they are mixed by curl's p~rocedlure;

where. ~ C,~ being a closure constant. Each of thle parice
dissipation rate of C",. c,, we have assuinet a direct present onl the flow will evolve independantly by
proportionality between the dissipation time scale the 1).(l~f. transp~ort equation That is the main
for the turbulence kinetic energy and thle varia nce, difference between this model and the presumned
of fluctulations of a reacting specie T)w:ch p.cl.f. which is based onl transport eqluations for
yields, c, = 7''= FI- mean variables.

CDr7

1.2.) CALCULATION OF TV AND Cl , III RESULTS

the calculation of IV with f1 (C)P(C)dC is not We have uised the same initial conditions of Di-
so simple as it appears since irwe suppose C, and rect Numerical simlation and compared the me-
P(C) ;:z0 for 0 < C < C1 we will have' an indeteruli- sults The initial condlitions of D.N.S and the pre-
nation. In fact, for C = C, ,we have W(C.)=E=L. smimed p.d.f. model:

O]V,,t, 1 Z70.78, Z7 =.030, rj,, 2 .0and as C,5 z:0, we have W(C); 7I/r7, that resole tie
indetermination in C=O. Thle initial conditions of D.N.S and the curl's model:

For the reaction rate, we have Z =0.78, Z7_=0.017, TTO=
2.0

wnC -c - -C 1 dc - C-C where 7rr0 is the initial turbulence characteristicd, Tet = dobr~ time.
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The curve marked A represent the Direct Nu- 015
merical Simulation and B the models. The con-
parison with the presumed p.d.f. model is shown "
at the left side and the curves at the right side cor-
respond to curl's model (see Fig 6). Except the
evolution of the U with time for the presumed <C-2>
p.d.f. model, I(t) and W(C) seem to fit quite well
the evolution of Direct simulation.

The agreement of coalescence/dispersion model
with the Direct Simulation is very good. In this
case, the better concordance is obtained for a value 0
of C=2.5.0 t 8.5

0 t 8.5

o.8 <w>

013- C

B <C>
<C> A AB

0

0 t5.5

0.8
C 

<V
AB

0
OL_ 0t 8.50 t 5.5 Fig.6. Evolution versus time of the scalar variance

(curve a,d), the mean scalar (curve b,e), of the re-
action rate (curve c,f). A holds for numerical sim-

0.5 ulation, B holds for model in this set of curves. For

the curves c and d, C means a reactive scalar which
evolves without any turbulence. The set of curves
(a,c,e) is for the evolution computed by the P.D.F.
ignition while the set (b,d,f) is the results of the<W> A Curl's model.

B

0 .. .... .... .... 2)
0 If we compare qualitatively (Fig.7) the shape of

Ot 5.5 the P.D.F, computed by the direct numerical sim-0 uiation and the shape of the presumed P.D.F., we
.an note that the presumed P.D.F. shape approx-

imate fairly well the one's of the numerical sim-
ulation. The time evolution of the shape of the
P.D.F. computed by the direct numerical simula-
tion shows clearly that a hollow appears in a range
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of values of C; this justifies the correc. prediction
of < C >, < C'2 

> and < W >. This new )resumed TIME- I.3 8 sec
P.D.F. depends more on the chemistry (with the
introduction of C, in the shape)than the precedent
P.D.F. This new P.D.F. allow to better represe -
the effect of the chemical reaction.

.6

01 a) 01 )

,6

01 b) e)

n 0 f l " M, ......

01 M E 1.6s e

0 c 1 0 c 1

0.11 ) 0.1 f)

0 2
0 C 1 0 C 1

6 __5 6 ,7 . 9 i.0

Fig.7. P.D.F. of the reactive scalar for diffeent
times computed by the D.N.S. compared with the
P.D.F. constructed with rectangle and Dirac. TIME. 3.ee,,c

.9 , e

.9

On the Fig.8, we have plotted the position of
the particles which are used to solve the equation of
transport of the joint P.D.F. PkC, o) by the method
of Monte Carlo. We can see tile width of the P.D.F.
by the spreading of the clots and its value by the
density of the dots. As time goes on, the mean
value of the inert scalar is conserved while the mean
value of the reactive scalar decreases toward zero
The joint P.D.F. computed by the direct numerical
simulation are very similar to the one's computed S ... .........
by the Curl's model. A.
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Damk6ler number varies. In a turbulent reacting
TIME. 5.Isg.c medium, the ratio r/r, where r, is a characteris-

1 . ... tic turbulent time of the reactive scalar field, has

not always the same evolution with time. This
fact explains why the constant is dependant of the

. Damk6ler number.

IV CONCLUSION

"6 The work described here give us interesting in-
formation on the agreement of models with regard
to the D.N.S, The evolution of the mean scalar val-

4 ues ,C'2 , WV agree well in both the two models.
In the two models, appear a characteristic ex-

.3 change time. The investigation we have made, in

.2 order to study the influence of the Damnkh~ler num-
ber demonstrates that the characteristic exchange
time is dependent of this number since we have to
change the constant when this number changes.

1 .2 3 ., 5 .4 .7 .6 .9 1.6 In the comparisons presented here, the coni-
stants are not time dependent. With the D.N.S. we
found that they are not really constant with time.
Rather than using the characteristic turbulent ve-

Fig.8. Joint P.D.F. of the inert scalar 0 and the locity time, it would be better to use a character-
reactive scalar C computed by the Curl's models istic time evaluated by the characteristic turbulent
for different times. scalar field since the ratio between the two times

vary with time for a reactive flow. For that, it
is necessary to solve a scalar dissipation transport
equation in the models.
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ABSTRACT model, as we will show, predicts a pdf distribution very close
to Gaussian for homogeneous turbulence decay, and gives

The problem of time discontinuity (or jump condition) in finite higher moments wth values close to that of a Gaussian
the coalescence/dispersion (C/D) mixing model is addressed distribution.
in this work. A C/D mixing model continuous in time is
introduced. With the continuous mixing model, the process The continuous mixing model is applied to the study
of chemical reaction can be fully coupled with mixing. In of both non-reacting and reacting flows, and the results are
the case of homogeneous turbulence decay, the new model compared with earlier calculations by Hsu (1991) as well as
predicts a pdf very close to a Gaussian distribution, with with experimental data.
finite higher moments also close to that of a Gaussian dis-
tribution. Results from the continuous mixing model are 2. MOLECULAR MIXING MODELS
compared with both experimental data and numerical re- The evolution equation of a single point probability den-
sults from conventional C/D models. sity function of scalar random variables 0,.., &, - repre-

senting the species mass fraction and temperature - can be
1. INTRODUCTION written as

Accurate prediction of turbulent reacting flows requires N
the solution of an evolution equation for the probability den- A0,P + PDAP + P
sity function (pdf) of the thermo-chemical variables using
Monte Carlo simulation. Sin:e the pdf equation, like most = - (A < v' I10,(z) = 'Pk > P)
equations describing turbulent motion, is not closed, closure N N

models have to be devised. For the pai of scalars, the terms - , E 2 0,, (< fk 10k(x) = ikk > P) (1)
in the pdf equation that need modeling are molecular mixing ,=1 j=1

and turbulent convection. The present work deals with the where the terms represent the rate of time change, mean con-
modeling of molecular mixing. vection, cbemical reaction, turbulent convection, and molec-

Most of the mixing models are based on the coales- ula- mixing, respectively; P is the density-weighted joint pdi:

cence/dispersion (C/D) model by Curl (1963). This model is P = pp/p, (2)
known to have deficiencies, and efforts had been made to cor-
rect these deficiencies, for example, Janicka, et a. 1979 and c is the scalar dissipation:
Pope 1982. The most recent efforts have been devoted to the C, = DZ,8,, (3)
problem of coupling between mixing and chemical reaction.

Chen and Kollmann (1991) proposed a reaction conditioned (where D is the diffusion coefficent), and < xly > denotes
model that allows correct prediction of combustion in the the mathematical expectation of a random function x con-

flame-sheet regime. Norris and Pope (1991) proposed a new ditioned upon y.
model based on ordered pairing that aimed at the same end.' The left hand side of the above equation can be evalu-

All the existing models suffer in one respect, namely, ated exactly and requires no modeling; the right hand side

they are discontinuous in time: once a pair of particles are terms contain the conditional expectation of the velocity

chosen to participate in mixing, their properties will jump fluctuation and the conditional expectation of the scalar dis-

abruptly regardless of the step size of the timu integration. sipation, which are new unknowns and require modeling. In

This phenomenon, clearly non-physical, could cause diffi- the present work we concentrate on the modeling of the sec-

culty in coupling the processes of mixing and chemical re- ond term, namely, the conditional expectation of the scalar

action. In the present work, a new model that is continuous dissipation, referred to as molecular mixing in the following.

in time is proposed. With this new model, the procPesm.q of
molecular mixing and chemical reaction can be fully coupled. 2.1 The Modified Curl Model

In the case of homogeneous turbulence decay of a scalar, The simplest and most used mixing model is the modi-
one expects a Gaussian distribution for the pdf, and finite fled Curl model, which assumes binary interaction between
values for the higher moments. Pope (1982) pointed out the sample fluid particles. As described by Pope (1985), in a
modified Curl model could not produce the correct pdf for Monte Carlo simulation, the continuous pdf is replaced by
this problem, and the higher even moments from that model delta functions
tend to infinity; he suggested an age biased sampling process N
to overcome these shortcomings. The present continuous P*(0; t) = E 6(0 - On(t)), (4)

n=1
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where each delta function represents one sample fluid particle The above equation states that the change of 0, due to mix-
of an ensemble of N particles. The evolution of P* entails the ing is proportional to tht difference between ',m and 0., and
movement of the particles in the 0-space, or the evolution inversely proportional to t- turbulence time scale r.
of the individual values of O.'s.

With the modified Curl model, the change of 0, due to 2.3 The Coupling of Mixii.g and Reaction
molecular mixing is acbieved by the following binary inter- The processes of mixing and chemical reaction are es-
action process: divide the flow domain into small cells, each sentially decoupled when one uses the discontinuous C/D
containing N sample particles. Given a small time interval models. In contrast, with the above continuous model, cou-
St and a turbulent time scale r, select randomly N,, pairs pling become natural since, for a given particle, mixing and
of particles, chemical reaction can be described with a single equation:

o.5 7N, (5)=- +(,.
Nm = 0.5N, d - W1) + w., (12)dt

(C = 6.0) and let a pair, say, m and n, mix as follows where w,, is the chemical source term.

O4(t + 61) = A2m(t) + (1 - A)O4(t) (6) Since the continuous mixing model allows full coupling

Om (t + 61) A.(t) + (1 - A)m(t) (7) of the reaction and miing processes, the C/D model with
reaction zone conditioning by Chen and Kollmann (1991)

where A = 0.5, with a random variable uniformly dis- can be easily implemented in the present model to simulate

tributed on the interval [0,1]. The remaining N - 2N,,, the fast reaction in the flame sheet regime. Here a modified
particles remain unchanged: finite difference vers'on of eq. 12 has to be used since w, is

infinity in case ot tast reaction.
04(t+6) = 6 (t) (8)

3. RESULTS AND DISCUSSIONS
This model does not represent the true physical process The continuous mixing model described in the previous

since the properties of the sample particles change discon- section has been validated using both non-reacting and re-
tinuously regardless the size of the time interval 6t. This acting flow test cases. The results and their comparisons
deficiency can be best illustrated by rearranging eq. 6 and with earlier calculations (Hsu, 1991) using the modified Curl
dividing it by Jt model as well as with experimental data are presented in this

(0.(t + 61) - 0(t)) - A(')(t) section.
6t t o .(t) .0) (9)

6ti
3.1 Homogeneous TVurbulence Decay of a Scalar

The derivative 11 does not exist because as 6t goes to zero

the right hand side of the equation becomes infinite since The case of decaying fluctuation of a passive scalar in ho-
both A and the difference between 0, (t) and 0,(t) are finite. mogeneous turbulence is used to test the continuous mixing
This means that there is a sudden jump in the value of the model. The initial condition is
scalar quantities, which is typical of a Poisson process, but 1 [N/2 N

is non-physical in the present case since the flow properties P'(1; t) = J [E 6(0 -1) + Y 8(o + , (13)
of turbulence are continuous. n=i n=N/2+i I

that is, in the Monte Carlo simulation, half of the particles
2.2 Continuous Mixing Model are ascribed the value 1, and the other half -3.

One can see from the previous section that the modified The pdf distribution of the normalized variable (0- <
Curl model relies on the parameter N,. to control the ex- ' >)/a, where < ' > is the mean and a is the standard de-
tent of mixing. On the individual particle level, it assumes viation, in the homogeneous turbulence decay problem con-
complete mixing once the particle is selected as one of the verges to a single curve after certain time, and the correct
mixing pair, without considering the size of 6t. distribution should be Gaussian, Fig. 1 and 2 are the pdf

In order to achieve continuous mixing, we propose the distributions from the modified Curl model and the present
following model: during a time interval 6t, we assume that model, both compared to a normal distribution. One can
all the particles within a cell participate in mixing. The see that the pdf from the modified Cur! model deviates con-
extent of the mixing is controlled at the individual particle siderable from Gaussian, while the result from the present
level. That is to say, the N particles within a given cell are model is fairly close to a Gaussian distribution.
randomly grouped into N/2 pairs; the properties of all the The evolution history of the rms and fourth and sixth
particles change according to eqs. 6 and 7. The extent of moments of the scalar fluctuation are calculated using both
mixing now has to be controlled at the individual particle the modified Curl model and the present ontinuous model.

level through the parameter A, which is redefined aa Fig. 3 shows the results from the modified Curl model. One

61 can see that although the rms from that model behaves well,
A = C'. 5- (10) the fourth and sixth moments grow quickly out of bound,

7' oscillating at a level several order of magnitudes higher than

where C' = 2.0. With this new definition, eq. 9 can be the value of Gaussian distribution. These results are similar
written, in the limit 6t --+ 0, to what Pope (1982) had observed. Fig. 4 shows the re-

sults for the same set of quantities from the present model.
d- = C4 (0()- 0.0)). (11) The rms behavts similar to that from the modified Curl
dt r model. The fourth and sixth moments, on the other hand,

are quite different from those of the previous model; they
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rise ~smoothly to the value predicted by Gaussian distribu- ment between numerical predictions and experimental data
tion. Although the values do not seem to converge, they is fairly good, and a comparison of the results from the coa-
remain finite, and are of the same order of magnitude as tinuous model and that from the modified Curl model shows
that of the Gaussian distribution, that both performed well for this case.

The above shown results clearly showed the advantage
of the present model over that of the modified Curl model. 3.4 Combination with Reaction Zone Conditioning
Pope (1982) had devised an age biased scheme that achieved Chen and Kollmann (1991) developed a mixing model
the same end, which required an additional variable namely based on reaction zone conditioning, aimed at the coupling
the age of the particles, and two extra adjustable parame- of reaction and mixing. We have shown in Section 2.3 that
ters. In contrast, the present model needs no extra work or with the present model, the processes of reaction and mixing
parameters. can be fully coupled; therefore it is only natural to apply the

reaction zone conditioning suggested by Chen and Kolmann
3.2 Heated Turbulent Jet here.

Extensive experimental results for a heated turbulent The H2-F 2 diffusion flame problem is reformulated
plane jet have been reported by many authors (Bashir, et al. such that the chemical reaction is confined to a very narrow
1975, Browne et al., 1984, Uberoi and Singh, 1975, Jenkins, zone near stoichiometry. By applying reaction zone condi-
1976, Antonia, et al., 1983). The turbulent jet has a slightly tioning to the continuous mixing model, we were able to pro-
higher temperature than the ambient. Measurements of both duce a scatter plot of the temperature vs. mixture fraction
the the mean temperature and the rms of the temperature in which all the points reached the equilibrium temperature.
fluctuations were given. We compared the 5olutions for the This tesult is shown in Fig. 10. The mixture fraction here
heated turbulent jet from the new model with experimental is defined as the molar concentration of fuel divided by the
data as we'l as with previous solutions (Hsu, 1991) obtained total molar concentration, and stoichiometry is located at
using the ,iudified Curl model. f = 0.5.

In the present study, a combined CFD-Monte Carlo
algorithm is used. The mean flow field is obtained by solving 4. CONCLUSIONS
the Na-ier-Stokes equation and a two-equation turbulence A turbulence mixing model that is continuous in time
model using a finite difference scheme. The temperature has been introduced. The deficiency of non-physical jump
is treated as a conserved scalar and simulated by the pdf condition in the mixing process is removed in the new model.
equation. It has been shown that the new model is superior to the exist-

Fig. 5 shows the comparisons of the the mean tempera- ing modified Curl model (Janicka, et al., 1979) in that it can
ture distribution from the pdf Monte Carlo simulations and predict a Gaussian distribution and finite higher moments
experimental data from various authors. The figure shows in the case of homogeneous turbulence decay; it has accom-
that both mixing models predicts the mean temperature dis- plished what the age biased samphng sciteme (Pope, 1982)
tribution accurately. is designed for, without the extra parameters required by

The results for standard variation, or rms, of the tem- that scheme. The numerical results from the present model
perature distribution are given in Fig. 6. Although the two compare well with experimental data
solutions do not show significant difference, the new model
seems to agree s!ightly better with the experimental data. ACKNOWLEDGEMENT
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Abstract Cant & Bray (1989), of the Eddy Break Up (EBU) model. in addition
it was noted that common modifications to this reaction model

The present paper addresses a number of issues of relevance to frequently introduced to ensure uniqueness of the numerical
the modelling of turbulent gaseous explosions These include the solution, such as switching off the reaction rate below some (small)
removal of cold front boundary problems which may lead to a value of the reaction progress variable, will have large effects on
numerically Induced transition to detonation and the formulation of the piedlcted turbulent burning velocity. For example a cutoff set at
sufficient temporal and spatial resolution criteria to eliminate or a value of the reaction progress variable of 0.01 will result in a
substantially reduce numerical inaccuracies This is accomplished reduction In the predicted turbulent burning velocity by around
by comparing the results of transient computations with the results 40% with the use of standard modelling constants The case
from the solution of the corresponding steady problem using an treated In the analysis by Kolmogorov et al (1937) which Is
eigenvalue technique. A reaction model giving good agreement applicable in the case where the flame front merges with the cold
with measurements of turbulent burning velocities is derived on the front, e g in the absence of a diffusion zone ahead of the flame,
assumption that as first approximation flames exhibit a fractal was found not to be attainable in transient numerical computations
behaviour at high turbulence Reynolds numbers It is shown that due to cold front boundary problems However, with carefully
with an Inner cutoff based on the Kolmogorov scale and a fractal controlled computations transient solutions In good agreement
dimension of 7/3 the turbulent burning velocity is dependent upon with the eigenvalue analysis can be obtained even with cold front
the ratio of the laminar burning velocity and Kolmogorov velocity quenching criteria reduced to within an order of magnitude of the

truncation error limit The complete removal of cold front
quenching criteria and/or inappropriate temporal or spatial

Introduction resolution of the flame was shown to lead to a limiting case of a
numericahy induced Chapman-Jouget detonation in a constant

Turbulent gas explosions exhibit complex behaviours and are very turbulence field.
sensitive to interactions with obstacle induced shear layers and re-
circulation zones The types of flames under consideration can In the present paper past work is extended in two ways, (i) the
readily be produced under laboratory conditions In fuel-air elgenvalue technique by Catlin & Lindstedt (1991) is applied to the
mixtures in the presence of obstacles e.g Lindstedt & Michels formulation of a turbulent reaction mcJel based on the
(1989) A particularly interesting feature of these flames is that they presumption of a fractal behaviour of turbulent flames at large
propagate for long times at around sonic velocity prior to transition turbulence Reynolds numbers and (ii) transient flames are studied
to detonation. This kind of behaviour has also been observed in in a decaying turbulence field
field scale trials To model turbulent flames under these conditions
is very demanding Firstly, turbulence Reynolds numbers are
frequently very high and estimates of Karlowitz numbers based on Governing Equations
the Kolmogorov scale indicate that these are exceeding unity by
order(s) of magnitude. Furthermore, if the transition to detonation The current paper considers the customary Navier-Stokes
(DDT) is to be considered then direct kinetic effects must be equations in Cartesian geometry along with a fuel mass fraction
included. In the present study auto-ignition effects are not treated equation and an energy equation written in terms of the total
and only processes leading up to DDT are considered internal energy, e g incorporating chemical bond energies The

mass conservation and momentum equations may be written as,
Despite these difficulties the area of modelling of turbulent gaseous
explosions has received a fair amount of attention due to the a({ U 1
obvious practical implications e.g. Hiertager (1982) However, until at +  

P U 0 (1)
recently surprisingly little effort has been directed towards
investigating the numerical behaviour of the most frequently a1U
utilised reaction models -versions of the Eddy Break Up model - = U "
under conditions typical of confined premixed flames and gaseous + x 1  O xi  (2)
explosions Furthermore, while many modifications to these
models have been suggested, the Implications of such The turbulence model is the standard k - c model e g Jones &
modifications on the resuiting turbulent burning velocity and their Whitelaw (1982) with a modification to the c-equation Introduced to
numerical behaviour has received little attention Catlin & Undstedt account approximately for rapid distortion as suggested by Morel
(1991) have shown how a general elgenvalue technique can be & Mansour (1982).
applied to investigate the behaviour of turbulent reaction models
and have defned the requirements In terms of flame resolution and a k - A a. a . . Ui U A -
Courant numbers for transieni numerical computations necessary P"+ P U I " a UUi Ox, -2x Tx , "

to ensure well behaved solutions for the standard BML form, e.g I I

22-5-1



S2 -2 a u Reaction Model

x I To formulate a suitable reaction model for a strongly turbulent
. a_ U ~ deflagration is a demanding task As discussed above it has been

-C , U T a P (4) shown that numerical problems can readily be removed from the
axU + 52 ax BML form of the EBU reaction model and that the uT a u' link can

be maintained in transient computation in a constant turbulence

a field with values of u' in excess of 25 m/s - a necessary
u 2 a requirement for explosion modelling However, even with the

(5) 4 1 removal of numerically Induced difflcultlci it Is clear that theax, jturbulent burning velocities predicted by this model are In

substantial error In regions of high turbulence As a result

whereandC :- 1 (6) modifications have been suggested to the EBU model which
where / and k = UU account for quenching effects at high turbulence levels For an

excellent and recent review see Bray (1990) One of the most
The modeling constants in the above equations have their standard interesting frameworks for deriving modifications to the EBU model
values as defined by Jones & Whitelaw (1982) and Morel & was suggested by Gouldin and co-workers (1989) who introduced
Mansour (1982) e g C1 = 1.44, C2= 1 92, C3 0 33, C/ =0 09, an expression based on the assumption of a fractal behaviour of
ak=1 00 and a. 1.22 The scalar equations may be written In the flames at high turbulence levels, The suggested rate expression
general form as, may readily be re-written in Favre averaged quantities as,

pU , ax :. 'P U>]0 (1 + 7 ) ,r
(A" a+ - -(4i (7 _ l = a .B~ uY ,(kC UL [11f 0-(I + ,) 6r-~ (13)

In the above expression Ii and Ik are the integral and Kolmogorov
If the assumption of a uniform mixture with no change in mean length scales respectively, uL the unstrained (or strained) laminar
molecular weight is introduced along with the assumption of burning velocity and 6T a measure of the thickness of the turbulent
g:adient transport the source term and the flux terms in the energy bu h eote s a m a fti hic h wl t be
equation may be written as, flame brush The term f is an empirical function which will not be

used in the present work and is thus not discussed further

aU It is not the intention to here provide a detailed discussion of the
pS(e) ax (8) applicability of fractal based models for turbuient flames It is

simply noted that at high turbulence levels there appears to be
general agreement between measurements (Mantzaras et al
(1989), North & Santavicca (1990)) and derivations based on
treating the flame as a passive surface (Gouldin et a (1989)) or as

A-hT I k a dynamic interface (Kerstein (1988)), that flames In high
U e - +n-LT'ax, S- a Pr-" k"ax, turbulence are to a fi;st approximation fractai with a fractal

k = t dimension (D) of around 2 33. However, it should be noted that at
low turbulence levels D may be as low as 2.11 As in the presentThe turbulent Prandtl and Schmidt numbers have been assigned woknlhihtruecRyodsumrsaeosdrdte

values of 0 75. The ratio of specific heats (-y) is assumed constant work only high turbulence Reynolds numbers are consdered the

at 1 3. Gradient transport is also assumed for the fuel mass fractal dimension will be assumed to be 7/3

fraction flux, The turbulent flame thickness appearing in equation (13) above

P T a qFu can readily be removed If it is noted that It Is essentially
UY ax (10) proportional to the Integral length scale In the cold flow The factorFu Or., or proportionality is largely dependent upon the definition of the

For ease of discussion the reaction progress variable is introduced thickness of the turbulent flame brush but Is almost without
and is in the present work defined as, exception In the range I to 10 Catlin & Lindstedt (1991) have

/Y - (11) shown that this indeed holds for mixing controlled reaction models
FU Fu after the removal of cold front boundary protlems. The transported

pdf computations by Anand & Pope (1987) also give a turbulent
It should here be noted that in the general case the eaction flame thickness proportional to the integral length scale in the cold
progress variable Is a function of the local mixture fraction (f) as flow with the addition of a linear dependence upon the expansion
well as the local fuel mass fraction However, In the present case of ratio (t) across the flame Consequently, assuming 6T = I, appears
a homogeneous mixture the mixture fraction equation need not be to be an acceptable approximation and the revised reaction model
solved The source term In the fuel mass fraction equation Is may at this stage be written as,
discussed In detail In the section below. It has further been
assumed that the fuel (methane) undergoes a one step reaction as, /2.3

CHpRC = CEBU UL IL ]1± (1 ' 7 ) (14)OH4 + 02 ------ > C02 + 2H2 0 (12) c[k (1+ ) II

Thermodynamic data have been evaluated using JANAF One further Issue which has been debated at some length Is the
polynomials. The final temperature in the products Is 2340 K giving appropriate inner cutoff of the fractal expression In eq (14) it has
an expansion ratio (,r = Tf fTo - 1) across the flame of 6 85 been assumed that the inner cutoff corresponds to the Kolmogorov

scale. Peters (1986) have suggested that the Inner cutoff could
The above equation set is solved as appropriate using a version of Instead be proportional to the Gibson scale which will result In the
the PISO algorithm with a variable number of implicit correctors following rate expression,
and with full splitting error control e.g Catlin & Llndstedt (1991).

pRc = CEBu U, I101 (is)) ( )
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As the Gibson and Integral scales are tefined as IG = UL3 / F and Ii where the parameter 'n' has been Introduced for reasons outlined

= 3/2 u'3 / V respectively, it can rradily be shown that under the below. It should be noted that in equation (21) only the density

present assumptions the reaction rate source term reduces to the ratio across the flame appears The last term may be rewritten as

standard BML form of the EBU reaction model, (with the turbulent burning velocity denoted uT = Uo)

C-L + ik:L _, , k (22)PRc = C8u 2 (1 +,a) tU (1 6 )A

While the Gibson scale cutoff Is attractive from a theoretical Equation (20) above may readily be integrated using a Runge-
viewpoint the above result appears at present not to be In good Kutta-Nystrom method and a binary search procedure applied to
agreement with experimental data even for moderate turbulence determine the resulting elgenvalue The appropriate boundary
Reynolds numbers Consequently, the present work adopts an condition at the cold front Is,
inner cutoff based on the Kolmogorov scale. Some experimental
support also exists e g North & Santavicca (1990) that the Inner dco
cutoff most probably is smaller than the Gibson scale Under the d= c at the cold front (c= 10.2 in the present work)
simplifying assumptions above the reaction rate based on the
Kolmogorov scale cutoff may be written as, Eigenvalues can readily be determined for a wide range of

parameters and be rolated to the resulting turbulent burning
[uk] k velocity via equation (22). The dependence of the latter upon thu

PRC = CEBU ( ) (1-) expansion ratio across the flame is the first parameter to be
cVJCUj [(1 + 7 )J considered. The results obtained by the solution of equations

1 (20,21) for different values of 'n' are shown In Fig 1 where the
where vk = (,L )4 (17) results have been normalised by the turbulent burning velocity

obtained with an expansion ratio (7) of 7 A comparison with the
This is an interesting result as it in essence Is the standard EBU result from the transported pdf computations by Anand & Pope

(1987) have also been Included As can be seen it appears thatmodel modified by the ratio of the laminar burning velocity to the n=2 gives better agreement with the transported pdf computation
turnover velocity of eddies on Kolmogorov scale. The implications n te o re m en 1 thi ispqute df fomthe
of this reaction rate expression are explored in the section below than the more commonly used n= 1 This Is quite different from the

earlier version of the BIVL form of the EBU model used In the

One final point remains to be addressed. It is now well known that studies by Cant & Bray (1989) and Lindstedt & Catlin (1990) for
the c(1-c) expression does produce cold front boundary problems which n - 125 gives the best agreement
There are several ways of eliminating this numerical artefact In the
present work it has been assumed that reaction rate is zero below
a Favre averaged progress variable of 0 01 In the present work the exponent n= 1 the data by Bradley and co-workers (1984), see
eigenvalue analysis by Catlin & Llndstedt (1991) is used in the below, is fitted very successfully with this constant being equal to 1
section below to analyse the behaviour of the above reaction rate while 0 67 improves the agreement further For the case n=2 which
expression for variations in turbulence properties, laminar burning gives optimal agreement with the transported pdf computations the
characteristics and expansion ratios across the flame computed eigenvalue increases from 0 104 to 3 12 As a

consequence the modelliig constant is increased in proportion to
a value of 20.

Elgenvalue Analysis
The agreement between the elgenvalue analysis and transient ID

An Important distinction between the analysis by Kolmogorov et al computations was first tested as a function of flame resolution
(1937) and tho . 'ent olgenvalue analysis Is that the restriction The approach to a steady limiting value for two flames propagating
that the first deriv.0 ,ve of the reaction rate source term should be in an open ended flame tube 6m in length can be found in Fig 2.
non-zero as c --> 0 Is removed. This Is particularly useful ,n the The flame tube was resolved by 1202 computational nodes and an
current case as it enables more general turbulent reaction models integral length scale of 0 25 m was specified along with u' = 5 m/s
to be investigated As a starting point the above conservation and u'= 25 m/s respectively The turbulent burning velocities were
equations are simplified for a steadily propagating ID planar flame obtained from the transient computations by evaluating the
in an incompressible fluid and a constant turbulence field to give, reaction integral across the flame and as an additional measure the

results where checked by dividing the particle velocity ahead of the
d df flame by the expansion ratio (r). Ignition was obtained by

(PU) dx d as-dx + (18) specifying a hot gas pocket at ambient pressure. The turbulent
burning velocities In Fig. 2 have been normalised by those
determined from the elgenvalue analysis of 5.75 m/s and 15.7 m/s

A simple coordinate transformation is now introduced as, respectively. The agreement at the end of the computation Is very
satisfactory with errors less than 5% The effect of a reduction in

d 1 d the resolution of the Integral length scale was also tested for the
d c (pu)o dx (19) case of u'=5 m/s Resolution of the latter by 50, 25 and 12

computational nodes respectively, resulted in turbulent burning
and the resulting equation may be written as velocities of 1.65, 1 10 and 1.04 times the value obtained by the

elgenvalue analysis. The required resolution of the flame Is

dl d consequently roughly twice that necessary for the BML form of the
T= d  d I + W(c) A (20) EBU model. Temporal resolution was ensured In the present study

by limiting the forward step to a maximum Courant number of 0.25

If the effect of temperature on the laminar viscosity Is taken Into based on the particle velocity.

account the resulting source Is,

(1+ 7)41/12 A Sc vkU2o (21)
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assumptions made of an appropriate fractal dimension of 7/3
Comparison with Measurements However, agreement between predictions and measurements

appear plausible even in this region

One problem in evaluating any model for premixed turbulent

combustion is the absence of suitable experimental data The most

comprehensive set of data tot one pamcular geometry is that Transient Flames in Decaying Turbulence

compiled by Bradley and co.workers (1984) AS the present study
is concerned only with methane - air flames comparisons are made In the present section the above reaction model is applied to two
with 3 flames of stoichometries 075, 089 and 100 The laminar cases, (i) whete an established flame is propagated into a
burning velocities required for the above combustion model were decaying turbulence field and (ii) where a confined flame is ignited

obtained from the global teaction scheme by Jones and Lindstedt in a decaying turbulence field The conditions chosen for the first
(1988) which gives laminar flame speeds of 0 25, 0 345 and 0 385 two cases correspond to a moderately strong flame resulting from
m/s for the above stoichiometries The laminar viscosities also values of u' of 5 m/s and an initial turbulence length scale 0 25 In
required in the evaluation of the Kolmogorov velocity where the first case a flame Is propagated in a constant turbulence field
evaluated using a standard tormj!ation, for a sufficiently long time to establish a nearly steady flame (t u'/I I

- I-- - 08) after which the turbulence field is allowed to decay. The
T flame initially slows down but then appears to approach an almost

" [2081 steady propagation velocity at around 90% of that obtained in the

In Fig 3 the , i sasured turbula it burning veloc,ties for the leanest case of a constant turbulence field as shown in Fig 6. This result Is

flame (4'-0 75) are compared with the current model ad the surprising and it appears that an increase In the ratio of the laminar

standard EBU model resulting from the assumption of an inner burning velocity to the turnover time of eddies on the Ko!mogorov

cutoff corresponding to the Gibson scale As can be seen the scale partly compensates for the decay in u' To attempt to
agreement between the current model and measurements is very elucidate this behaviour further a computation in which a flame was

satisfactory until values of u'/u exceeos 20 For higter turbulence ignited directly in a decaying turbulence field in a closed vessel

levels the agreement is not surprisingly deteriorating In Fig 4 the was performed The result front this computation can also be

agreement between tne present model based on normal found in Fig 6 The interesting point is that even for this case a

unstrained laminar flame properties is comnared with constant turbulent burning velocity appears to be approached at a

measurements Againt the agroetnent between t'ie expenments airo value of around 80% of that obtained in a constant turbulence field

the current model is surprisingly good However, at values of u /ul Further investigations are required to clarify the reasons for this
trbehaviour It can be noted that direct simulations by EI-Tahry et al

in excess of 30 there is deteriorating agreement with the measured (1991) also obtain results which show that a flame ignited in a
data The sitmpllity o tihe piestit trbtulent reactan model decaying turbuience fielo approaches a burning velocity similar to
formulation allows readily for the intrduction ot strained laminar that of the flame in the coresponding steady turbulence field This
burning velocities into ecuation (17) To this end the strained indcates that the results obtained in the piesent study may not be
laminar burning velocities computd by Dixon-Lews ant co- unreasonable
workers (1990) for stoichiometric methane-air flames are used
directly with the assumption that to a first approximation the strain
rate is proportional to the inver.e of the Kolmogorov tinre scale Conclusions
The result of this approxmation is also shown in Fig 4 where the
line corresponding to the prediction based oil the strained lamiinrr The reformulation of the transient flame propagation problem to a
flame speed has been terminated at the extinction points of the foini applicable to steady flame piopagation in a constant
strained planar laminar flame (aq 2500 , s) It should be noted ti.rbulenue held ia. been used as a basis for an elgenvalue
that the e'oinction point of tubular strained fiamies is lower still As analysi% It has been shown that provided sufficient numerical

can be seen the agreement with experiment,.' data does not resolution of the turbulent flame is ensured excellent agreement
improve and the indications are that the laninar flamos extinguish between transient computations and the ergenvalue procedure is
much too soon This must cast some doubt on the validity of the obtained A turbulent react:on model was derived based on the
inclusion of strained laminar flame data in a simple manner into assumption of fractal behaviour of flames at high turbulence levels
turbulent flame computations, or alternatvely tMat the strainrate is and comparisons with experimentally obtained turbulent burning
the appropriate parameter to consider Regarding extinction velocities give very encouraging results The effect of strain on the
characteristics it Is well known that flames burning against burnt laminar burning velocity has also been incorporated and it was
products do display very different extinction charact-'ristics Thus shown that some doubts exist ovar the appropriateness of ,he
the agreement at least with respect to this feature is likely to be inclusion of strained laminar flame data in a simple manner into
much improved with the use of such data turbulent flame computations The computation of moderately

strong flames in decaying turbulence fields show that the final
Important issues do arise in the context of the applicablity of the turbulent burning velocity appears to approach a similar value to
type of model suggested here for highly turbulent flames that obtained for the flame it the corresponding steady turbulence
Evaluation of Karlowitz numbers based on the Kolmogorov scale field
and the characteristic reaction times of the fuel breakdown layer of
laminar flames yield values significantly above unit, even at very Acknowledgemenrt
moderate turbulence levels As a consequence it appears The authors w-ould like to gratefully acknowledge the financial

questionable to treat the flame as a passive surface under these support of British Gas plo tinder the Research Scholarship award
conditions Interestingly the form of the correction factor to the scheme for part of tire present work
EBU model derived above indicates a dynamic balance between
the laminar burning velocity and the Kolmogorov scales The
behaviour of the ratio of the latter is shown in Fig 5 where as art
example the case of a stoichlometric methane-air flame
propagating into a turbulence field with an integral length scale of
0.25m is considered At low turbulence levels e g u'/ul = I the ratio

of Ul/v k is around 8 and hence strong flame acceleration is

predicted by the interaction with eddies on the Kolmogorov scale
However, at high turbulet;ce levels the ratio goes significantly
below unity causing the observed decrease in the rate of burning
discussed above It must here be emphasised that the behaviour at
Iow turbulence levels is likely to be exaggerated due to the
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Abstract to judge the supersonic effects for higher Mach numbers. The

Ali experimental investigation of the Mach number effects in essential features of one and two points statistics, based on
two-dimensional far wakes is presented. Three regimes are high order moments, spectra and STC are presented.
studied' subsonic (Mach 0.1), Mach 2.0 and Mach 4 2, in the
developped part of the initially turbulent wakes. Hot wire 2. Experimental apparatus
anemiometry is used to give one point statistics and conven- 2.1 Wind tunnels
tional space-time correlations (STC). It is shown that, like The supersonic measurements are performed in an open blow-
in boundary layers, the intermittent part of the wakes are down wind tunnel of 150mm x 150mm test section, operating
of less transversal extend in the supersonic cases. The spec- at 6 and 14.105 Pa generating pressures (for M=2 and 4 re-
tra are strongly modified in the vicinity of the axis. The spectively). The blowdown tunnel has a maximum running
scales and the shapes of the STC aie also quite sensitive to time of 1 minute. The temperature decrease is measured and
the Mach number. Tile supersonic wakes seems to be more less than 0.3 degree per second. The model is a fill span flat

strongly strutturated than tile equivalent subsonic one, with plate, placed without incidence ia the axis of the wind tunnel
slight differences between Mach 2 and 4. as decribed in Fig.1. The leading edge is located upstream of

the 2D interchangeable sonic throats to avoid parisitic shock-

1. Introduction waves. The local Mach nimber at this location is less than

The experimental knowledge of the compiessibility effects oii 0.85. The thickness of the plate is 3mm and the trailing edge
turbulent flows takes all increasing importance; associated to is a symmetric wedge of 3' total angle. The length of the
the recent developments of numerical piediction and to the plate in the supersonic part is 0.8m. At the trailing edge, the

revival of industrial intexest in high speed propulsion. More Reynolds numbers are of the order of 6.10'; the boundary

precisely, comn pressibility arising from the supersonic regime layers are fully turbulent.
should be adressed. Up to now, the influences of the Mach
number have been and are still examined experimentally in
details mainly in the case of Boundary Layers and Jets or
Mixing Layeis. For these kinds of flows, the compressible
character of the velocity fluctuation field can be invoked, in-
creasing considerably the difficulty of any numerical predic-
tion. The large scale behaviour of these flows is now assumed ,
to be play a crucial iole. The structures of the flows and thier It
evolution with the Mach number are impoitaut as well as for

the physical interpretation of the mechanisms as for the val- Fig.1 - Experimental arrangement (supersonic) and

idation of advanced numerical codes. coordinates.
The present work deals with the study of turbulent far wakes,
in subsonic and supersonic external flows. For the small Subsonic experiments are performed in an open wind tunnel

deficit wakes, at the difference of the two other configura- of 30 x 30 cm 2 section, driven at a mean speed of 36 m/sec;

tions (mixing and boundary layers), the 'ocity gradients the length of the test section is 1.2 m; the model is also a

and the turbulence level remain very smn... This last charac- 3 mm thick flat plate with the leading edge located in the
teristic induces that a-priori the velocity fluctuations can be convergent region. Sandpaper is glued on the two faces of
condidered as quite incompressible, at least up to moderate the plate 1 m upstream of the trailing edge. The Reynolds
values of the external Mach numbers. These considerations number based on the total length of the plate is of order of

have to be kept in mind when analysing the differences be- 3.106. As for the supersonic cases, the boundary layers are
tween sub and supersonic wakes. fully turbulent at the trailing edge, with a thickness of about
The study of supersonic wakes is indeed more delicate than 9 mm. The trailing edge is bevelled from 50 mm upstream
in the subsonic case. In particular when large scales are to be with 3% slope.
investiGated, the sophisticated analysis performed by several 2.2 Hot- Wire anemometry
authors (for example [19], [12], 12]) must be restricted to more Supersonic hot-wire anemometr. The measurements are per-
simple ones. The main approaches are visaulizations [6], [1] formed in the supersonic flows with Constant Temperature

and STC [111. The results presented here are complemen- Anemometers specially adapted from DANTEC 55M01 /M12
tary measurements in the subsonic flat plate wake previuosly symmetrical bridge [5) with 2.51im wires (0.5mm long). The
studied [8] and in the M=2 wake [9] previously studied. In bandwidth at the high overheat ratio used (c 0.8) is greater
addition, new results are presented in a M = 4 wake, allowing than 300kHz. As usual in supersonic flows, a small slack is
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given to the wires in order to avoid strain-gage parasitic ef-
fects. Prior any use, each wire is checked and each anemome- (/( ),) - [Pol

ter is adjusted in a small calibration wind tunnel reproducing 0 1 o 0pes ults
* A- Af =33J

Mach, wire-Reynolds numbers and temperature charactu.is- 4 51 = 3 [Dernetads]

tics of the measureuments. -s

Due to compressibility effects, it is well known that the su- 10

personic turbulent flows are characterized not only by fluctu- 0*l.T

ations of velocity but also of density and temperature. The ;

hot-wire anemometer is sensitive to mass-flux fluctuations: ,A
(pu)' and total temperature fluctuations: T. If tile wire is .,,
operated at high overheat ratio, it call be assumed that the

anemometer output is mainly sensitive to mass-flux [13]. 'rhe
constart-temperaturc operation allows, in addition, to accept
linearity of the output in term of (pu)'. The mode diagram
technique, allowing theoretically to separate the p and u con-
tributions [11] has not been performed here, due to the rapid A L.-.

increase in resulting experimental complexity, 00 1 Y/(b/2)
Two probes are sinultancously used: ( e is kept station-
ary, and the traversing mechanism holds d- moving probe. Fig.2 - Transverse repartition of the longitudinal mass-

The displacements are driven by steppir g motor with 1mm flux fluctuations.

steps. Tile positions during the runs are optically checked. A as also quoted by Wygnanski, [19], the memory of the origin
time dilatation of 16.1 is obtained by recording high-pass fil- of the wake persits far downstream.
tered anemometers outputs oii an analog tape recorder (Bell * The initially turbulent thin flat plate wakes follow a down-
& Howell M14G) with 2 (0-500 kHz bandwidth) channels and stream evolution that can be divided in three successive parts:
two different velocities: recording at 120 ips and reproducing the near wake, the intermediate wake and finally the devel-
at 7.5 ips. Further digital sampling is performed at an equiv- opped wake [161. For the present experiments [4], [8], full
alent physical frequency of 800 kHz after a low-pass filtering similarity is observed at Mach 2 and 4 and for the subsonic
at 320 kHz, and a sample size of about 1 second. wake, for dowstream distances g-eater than 300 momentum
Subsonic hot-wire aneiometry" The measurements are per- thickness 0.
formed by use of a home made rake of 23 subminiatures hot- * Important compressibility effets have been evidenceded on
wires (dia. 2.5 pm, 0.5 min long) and TSJ 1750 anemometers the transverse (y) distribution o * the energy of the longitudi-
[10] Th:e velocity signals are simultaneously sampled at a nal velocity fluctuations.

rate of 50 kHz and for each channel 800 records of 1024 con- The Fig. 2 shows the results obta ned in the above-mentioned
versions are considered. For each wire s, the instantaneous subsonic and supersonic wakes. For comparisons, subsonic
velocity is related to the the anemometer voltage by a a cal- results of Pot [15] are presented, altogether with tile super-
ibration rule which can take into account the temperature sonic measurements of Demetriedes [11] (This author has,
drift of the mean flow- (7" - T.,).e,2 

= a, + b,.u'. since 1967, emphasized, this difference between subsonic and
2 3 Numerical procedure supersonic wakes). More precisely, two main characteristics
As well spectra as correlations are estimated by use of FFT can be pointed out:
techniques The spectrum is then defined as E()'; f) = i) The minimum/maximum ratio of the longitudinal velocity

(6(Y; t)" (Y; t)) where (-) denotes the Fourier transform fluctuations is smaller for supersonic wakes. (Fig.3a ); these
and ( ) time average; indeed, u stands for pu in the su- results translates a more important transverse evolution of
personic case. The space time correlation r,,(Y, Y+Y', r) =- the turbulent activity in supersonic wakes than in subsonic
(u(Y, t).m(Y + y'; t + r)) is calculated from the inverse Fourier ones.
transform of E.(Y, Y+y', f) =Hyy+,(f) (it(Y, t)*.i(Y + y; t)) ii) The location (Yn) of the maximum of turbulent kinetic
where Hyy+¢,(f) is the transfer function between the two energy is nearer tle wake axis in the subsonic case (Fig.3b ).
channels corresponding to the probes position Y and Y + y'. Then, from the conventional one-point statistical properties,
This correction is needed only in he supersonic case where the supersonic character appears to be influent on the dis-
the experimental procedure involves analog storage of the sig- tribution of the energy fluctuations. Some other results [4]

nals for relatively high frequencies and is then very sensitive show that the structure parameter of the Reynolds tensor is
to phase drifts (due to possible head misalgnements, etc...); also affected by tie Mach number.
Hy,y+,y(f) is measured by using ca'ibrated signals. In this This situation is different from the case of the boundary lay-
paper, only the correlation coefficients Ru.(Y, Y + y'; r) = ers, where the influence of the Mach number on the statisti-
r,,(Y, Y + y'; r)lrl2 (Y; O)/r'/2 (Y + V; 0) are considered. Y,/b/2)

3. Results (-/ *)v

3.1. Previous evidences of compressibility effects 1 2 -
in supersonic far wakes. 10
Systematic measurements of mean values in supersonic flows - 0s ,
havc been previously prfoimied [41. These results essentially 08

concern the mean velocity evolutions downstream of the flat 05 4--

plate for Mach numbers of 1.6, 2., 3.3 and 4.2 The results, b)
when compared with the subsonic cases [15] [16], lead to the

following main conclusions [4]: oo 2 4 M 00 2 4 M

* The main defect velocity and wake thicknesses evolutions

are not strongly affected by the supersonic character of the Fig.3 - Mach number effect on the turbulence min/max
flow. However, the generation of the wake is predominant: ratio and on the transverse location of the maximum
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cal properties sens very small. However, it has been shown
that tile Mach number influences tile shape of the other edge E.(f)/l 7

(observable on higher moments, skewness, flatness and inter-
mittency) and the shapes and characteristic lengthes of the *M = 4.2
correlations [18]. On al other hand, the Mach number has a N M = 2.0
tremendous well known effect directly on the speading rate
(see for eyample [3]) and energy listribution [7] of supersonic * M= 0.1 .

mixing layers. • , .
Then, it appears that, from conventional statistics, the super- y y,

sonic wakes behaves in a quite different way when compared *

with others engineering basic flows. = . a

3.2. Mean flows characteristics|2 *

The main characteristics of the 3 wakes under study are pie-
sented in Table 1. Uo is the minimun (axis) mean velocity
value when U. is the external velocity; the wake thickness V = 0

is defined as b, the distance between the two locations where
the velocity is (U. + Uo)/2. Y,,, is the transverse position of f.b/U
the maximum of longitudinal velocity fluctuations, 0 is the . .. . .. . ...100

momentun thickness (9 = f pU/U(1 -U/U) dy). X is the
distance from the trailing edge where the detailed measure- Fig.4 - Energetic lin-log plot of the spectra for sub-

ie.s are taken, Y is the transverse location of the stationary sonic, Mach 2 and 4 wakes on the wake axis, at Y = Ym/2
and Y = Ym. Arbitrary vertical scale, frequency values normal-

probe and V is the transverse separation between probes All ized with Uo/b
the experiments presented here correspond to the far wake re- This first remark is confirmed by the observation of the higher
gion, the dowst;eai distance being of order of the 500 to 600 moments. Fig. 5a and b present the skewness ((p- 3/u) 2

momentunm tliickniesses. and the flatness ((pu) 4/(pu)'2
2 ) factors for the two extreme

M=0.1 N1 2 0 M=4.2 Mach numbers and several Y locations. It can be observed

that the supersonic wake behaves in a quite different way that
Uo m/s 39.5 474. 625 the subsonic one. On the wake axis, the signals are positively
U0 m/s 36.8 436. 591 skewed in the supersonic wake (Fig. 5.a), this behaviour can
b nun 23.2 18.0 210 be the trace of locally higher velocities occurem 'hat are

,, mn 7.? 10 0 14.0 not observed in the subsonic wake.
0 mm 1.6 1.3 1.3 On other hand, the skewness values are everywhere higher in
X/9 613. 492. 1638. the supersonic flow, comparable values being observed only

Reo 4.210 12 101 0.98 105
a (leg 62 58 _

- ______ - _____ ______- ______ -(pu)' / jvu)''

Table 1 M 4 2

3 3. One-point statistics
The spectra of the longitudinal velocity component (M=0 1) ' .
or of tie mass-flux fluctuations (M=2. and 4 ) are plotted e '
on Fig 4 for 3 locations within the wake- on the wake axis, subsonic
at the maximum of turbulence (Y) and at an intermediate
position (Y /2). These spectra are plotted as fE(f) vs log! f
(f is the frequency and E the power spectrum), the area un-
der each curve being proportional to the energy. No attempt
to nornlahze the energy is made, although the frequency is -

normalized with b and the convection velocity U, , the con- . t /
ventional characteristic scaling of far wakes [19], [2], [9]; U, 0 Y/(b/2)

is taken equal to the external velocity U0¢. I I

It can be observed that, in the internal part of the wakes, /
the spectra do not seem to be strongly affected by the Mach 12

number. Whatever the Mach number is, sharp peaks lying
around fb/U -0.4-0.5 are clearly observable, showing that
structures of mean size of twice the conventional wake width,
b, may be present in the flows (assuming , as generally ad- 8

mitted, a convection velocity close to the external one).
Contrarily on tho wake axis, important differences bctwccn 4

M=0.1 and supersonic wa.kes can be observed. Despite broad- i U

band spectra, supersonic wakes are relatively more energetic ' -:Ii,.

at higher frequencies. Practically they loose the lower typical .,: '' ,

characteristic frequency behaviour observable in the external subsonic y/(b/2)

part. In the center wake region of supersonic flows, typical 0 1 I tI
energetic frequencies lie roughly around fb/Ufl =1, i-c. twice -2 - 1 0 1 2

the typical frequency observed in the external part. Then, the Fig5 - Comparison of skewness and flatness factors of
supersonic wakes seem to have larger spectral evolutions in longitudinal velocity and mass-flux fluctuations in sub-
Y direction than the subsonic one does. sonic and M=4.2 wakes
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for Y/b - 1 The comparison on the Fig. 5.b shows here also
that the differences between supersonic and subsonic wakes )Y/b a) -0.2 A -0.15 0

-0.1 u -0.05 Vare real both on the axis (higher flatness for the supersonic) m = 01 0. * 0.1 V
and in the external part. [ -~ /2 0.2 + 0.3 4o

0.4 *0.5 0
The part of the wake where the signals are more or less gaus- 0.6 0.7 a
sian is very small, even not present, in the M=4 wake, con- 10 . 0.8 0
trarily of tile subsonic one, where quasi-gaussian signals are
observed on nearly a half wake width. ......
As far as the intermittency can be estimated to be propor-
tional to the inverse of the flatness factor, it is evident that ---/--'

the itermittency profile of the supersonic wake is largely 00
fuller than for the subsonic equivalent flow. A comparable
Mach number effect is well known for boundary layers [141; f .
the measurements of Smits et al [18] show very close conclu- - )
sion in the comparisois of tliild and fourth order moments
in incompressible and supersonic (M=3) boundary layers. -10

3 4 Two-point com-latton data
More detailed informations can be deduced from two-point
correlation; in the present experiments, only correlations with
transverse (y') separations are available Some results con- - , , , ,

cerning streamwise separations in the Mach 2 wakes can be
found in [9]. b) At = 2 0 1/b

The principal results are obtained when the stationary probe Y = 05 y' -i0

is located at Y=0, YPI/2 and 1
'm the iso-countours on the - " - '

wake axis are plotted on Fig.6; the mid-position of the refer-
ence point is considere- l on Fig.7 and the maximum of fluctu- k , r
ation is used for the iesults of Fig.8. Let us recall that these'-_U/b
two last positions don't correspond to the same values of Y/b U lb- -y -.- .t / o (-- i'.

for the different wakes, due to the strong influence of the - . ..

Mach number on the ratio Y,,/b (see Fig.2). This effect ex-
plains the increasing relative distance between the wake axis - 1
and the location of the stationary probe observed between a, N
b and c on Fig.8 and 9

-0.2 A -015 0 l
0.1 -005 V c)
0 0 01 0 kf =42

Af = o 0.2 VP 03
1=0 0.4 A 05 * Y_051.

0.6 * 07 i
10 0.8 •

Af 2ll 0# b) -o,1 0 0
- . ., _ . ,- - - - - -,-- -........- ..'

-10 0 1,1

-1b___________C) _____00 _____10 __ -10 0.0 ric

Y 12 Fig.7 - Iso-contours of the correlation coefficient Ri1
at Y = Y/2
a) M. 0.1 b) M. 2. c) Moo 4.2

10 -

-10 00 10
Fig. - Iso-contours of the correlation coefficient Ri

on the wake axis of the wakes. All scales normalized withb and U=
a) Ma = 0.1 ; b) M. = 2. ; c) M. = 4.

:,positive correlations...........zero correlation.
---------- :, negative correlations
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7/b a) -0.2 A -0.'15 a Mach number increases, however with a less influence than
-0.1 U -0.05 V observed on the axis. An other feature appearing from the0. 0.1
0.2 v 0.3 x comparison of the three Mach numbers of Fig.7 and 8 is the
0.4 A 0.5 + role played by the wake axis: when the stationary probe is off

I .0.6 * 0.7 a
to 0.8 a the axis, the null correlation with zero-time delay is obtained

' "when the moving probe is crossing the axis for the supersonic

-- t wakes. This is not at all the case for the subsonic wake, as it
S........ can be more precisely observed oil Fig 9.

In a complementary way, the plots of the time-correlations
-e given in Fig.10. The abovementionned evolutions of the

-- .. typical time length scales with the Mach numbers are evi-

+. OD denced. Plotted in non-dimensionned scale, inside the wakes,
.. ,* the supersonic flows corresponds to a more rapid decrease

10I I(Y',"r =0) 8

100 Y-O

0 5 1= 0 1 Y} y ,

-0 oo,/ 0o U5

b) \l '/Y,
Mf =0 10 0o_,

• ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ .""... _" ;5Y%' "" ::" "" id ,Y ¢-lo -0 oio 0,5 11 o y'/b

Y'-~~ ~~~ 10, = R i(, ',0

-- 10

it~f A'Y=

' ' -, A .25 0 3

"-..* ." ( t --' . . , ..... M = . -

100

0 ' 4 21 ' Y 4

. (Y y 0

-- --
- -*-:_"- " -- "00

\-10 -05 O0 05 10

- 1 x"' '~ CC

10 Fig.9 - Typical plots of the space-correlation coeffi-

cient: RI(Y,y ;r = 0) for Y = 0; Y.12, and b (excepted for
M = 2) (non-dimensionalization with b)
a) M.. = 0.1 ; b) M. = 2. ; c) Mo = 4.2

, 10 00 i 1,1b of the correlations. This behaviour is associated with large

Fig.8 - Iso-contours of the correlation coefficient R11 negative values. It is clear from these figures that the cal-
at Y = Y culations of the integral scales are not obvious, due to the
a) M. = 0.1 ; b) M. = 2 ; c) M. = 4.2 evolution of the correlation shapes; following the definition

chosen (the integral of the absolute value, the zero-crossing
These iso-contours plots show global equivalent characteris- distance or other concepts), the conclusions are diff, :ult to
tics in shape on the axis despite important effects on the draw. Nevertheless, the overall qualitative evolution; of the
relative sizes between the three configurations. Contrarily, sizes are confirmed. In addition to these size considerations,
as the reference point is placed at Ym/2 or Yn, the differ- the inclination of the iso-structures can be evaluated. In the
ences between the regimes appear more pronounced. The subsonic case, the iso-correlations do not exhibit any pre-
more streaking feature is the striking structuration of the ferred orientation, the shapes nearly correspond to ellipses
supersonic cases: marked negative correlation zones are ob- which longer axis is nearly aligned wth the wake axis. For
served both for positive and negative time delays. On other the supersonic case, the quasi-elliptic contours are inclined
land, a marked tilt of the iso-contours can be observed in with angles of order of 60 degrees for M=2 and 4 (see Table
the two supersonic cases. These characteristics are also asso- 1). This preferred tilt seems to be a specific characteristic of
ciated to a decrease of the overall characteristic size when the the supersonic regime.
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Lastly, it should be noticed that the principal effects of the
RI (Y,O,7) M = 0 1 supersonic character of the wakes are quite similar for Mach

numbers 2 and 4.2.
-o- M=2.0
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Abstract [19901 exhibit streamwise streakiness which may represent the
This paper describes a numerical investigation of legs of the lambda vortices.

entrainment by organized motions in a compressible plane free
shear layer. Insights obtained from the results of recent three- For low convective Mach number free shear layers,
dimensional direct numerical simulations of a temporal phenomenological m :Is for mixing and chemical reaction have
compressible mixing layer, at low and moderate convective been developed based on experiments by Konrad [1976] among
Mach numbers, are used to explain the effect of the large-scale others that demonstrate the significance of organized large-scale
structure dynamics on the transport of a conserved scalar. At motions in entrainment and mixing processes. In the Broadwell-
moderate convective Mach number entrainment is found to occur Breidenthal model (Broadwell and Breidenthal (19821), free
in several intermediate steps producing a marching instantaneous stream fluid is engulfed into the layer by the churning motion of
concentration profile. Conserved scalar statistics and fast the spanwise rollers over a dimension on the order of the layer
chemical reaction results at low and moderate convective Mach thickness. The entrained fluid is subsequently mixed down to the
numbers are compared. Finally, the instantaneous streamline Kolmogorov scale and ultimately exists either in thin laminar
pattern at moderate convective Mach number is presented in a diffusion layers or in homogenized cores of the spanwise rollers.
convective frame, and the three-dimensional critical points of the
velocity gradient tensor are classified. T:,e entrainment mechanism at moderate convective Mach

number is poorly understood due to the difficulty in obtaining
1. Introduction and Background measurements under extreme flow conditions. Current

The plane compressible free shear layer has been a topic of measurements have focused primarily on passive scalars which
renewed interest in recent years due to mixing and combustion have integrated history effects built in. For a complicated three-
issues related to supersonic flight. The persistence of turbulent dimensi:)nal flow it is very difficult to deduce from passive scalar
large-scale structures at high Mach number led Papamoschou and images the kinematics responsible for the scalar transport. Direct
Roshko [1988] to characterize the compressibility of the flow in numerical simulations complement the experiments becaute they
a convective frame in which the large-scale structures 're reproduce the low wave number motions very accurately; and,
stationary. In this frame, the intrinsic Mach number of the flow more importantly, because they provide passive scalar as well as
is the convective Mach number (Mc), defined as M,=(Ui- pressure, velocity, and vorticity information simultaneously.
U2)/(c1+c2) where cl and c2 are the respective freestream sound While the high wave number motions at large Reynolds numbers
speeds and U) and U2 are the respective freestream velocities, are not currently accessible in simulations, the low wave number
Using the convective Math number, Papamoschou an i Roshko motions, which are responsible for the entrainment of fluid into
were able to collapse the growth rate data' onto a single curve for the layer, are.
a wide range of freestream conditions, and further showed that
the growth rate decreases as the convective Mach number In the present work, simulations were performed of

increases. moderate (Mc=0.8) and low (Mc-0.4) convective Mach number
free shear layers at similar Reynolds numbers. To compare the

More recent results from experiments (Clemens Pnd Mungal different entrainment mechanisms, the following results will be
[19901, Fourgette et al. [19901) and direct numerical imulations presented: (1) instantaneous structure of the large-scale motions,
(Sandham and Reynolds [199111 of nonreacting plane free shear (2) conserved scalar statistics and fast chemistry results, and (3)
layers and reacting round jets show that the underlying structure three-dimensional topology of the velocity field moving at the
in a free shear layer changes as the convective Mach number convective velocity.
increases, Experimental evidence suggests that as the convective
Mach number increases the large-scale motions become 2. Numerical Method
significantly more three-dimensional. Flow visualization images The numerical method used in this work was developed by
taken at Me = 0.62 by Clemens and Mungal [1990] show that the Sandham and Reynolds [1991]; therefore, only a brief summary
structures are highly three-dimensional, and that the spanwise is provided here. The full compressible Navier-Stokes equations
rollers, which are the dominant structures at Mc--0.29 due to the are solved for the temporally-evolving mixing layer using a
Kelvin-Helmholtz instability, are no longer present with any spectral collocation method. The spatial derivatives are obtained
degree of regularity. Linear stability predictions by Sandham using spectral and higher-order finite difference techniques and

and Reynolds [19911 show that as the convective Mach number the solution is advanced in time explicitly using a compact third-
increases above 0.6, the shear layer is more unstable to oblique order accurate Runge-Kutta method. Periodic boundary
disturbances than it is to the Kelvin-Helmholtz instability, conditions are imposed in the streamwise (x) and spanwise (z)

Therefore, it is not surprising that the structres resulting from directions where the spatial derivatives are obtained spectrally.

the primary instability at moderate convective Mach number a Characteristic nonreflecting boundary conditions are imposeA in

three-dimensional. Based on direct numerical simulation results the major gradient direction ky) to prevent acoustic waves from

obtained for a temporal shear layer, Sandham and Reynolds affecting the solution. The grid points are uniform in the spectral
[1991] modeled the large-scale structure resulting from the directions and are stretched algebraicly in y, with approximately

primary instability at moderate convective Mach number as a half of the points inside the shear layer. To minimize aliasing

pair of lambda vortices, with the downsteam vortex inverted, problems, the solution is overresolved and the energy spectra is

The plan view passive scalar images of Clemens and Mungal monitored during the course of a run. Additional Fourier modes

Research iupported by the United States Department of Enery, Office of Basic Energy Sciences, Division of Chemical Sciences.
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ar included as the resolution becomes marginal. y

It, the present study, all of the initial fields were perturbed
with random noise at 2.5% of the freestream velocity. This
choice of initial disturbances was selected to mimic an unforced
mixing laer. The mean velocity was modeled by an error
function, aid the mean temperature was derived from the x
Crocco-Busemann relationship. Random noise was applied to
the temperatuic, density, and all components of the velocity field
In addition to the hydrodynamic fields, a conserved scalar with
an initial hyper-olic tangent profile was carried along, having
values of unity in the high-speed stream and zero in the low-
speed stream. The dimensions of the computational box in the
streamwise and spanwise directions, 2Lx and Lz, were chosen to
support the growth of both a fundamental and its subharmonic in
the streamwise direction, and only a fundamental in the spanwise
direction.

The simulations described in the following sections were
performed at an initial Reynolds number (Re) of 800 based on
the initial vorticity thickness (So) and the velocity difference (U-
U2), at convective Mach numbers (Me) of 0.4 and 0.8, and at z z
Schmidt and Prandtl numbers of unity. The lower Mach number
simulation was performed to provide a baseline against which the
higher Mach number results could be compared. y

3. Instantlaneous Structure
The developed struLture at Me=0.4 and Mc=O 8 is shown in

perspective plots of the conserved scalar and pressure in Figure x
1. At Me=0.8, large values of the vorticity magnitude correspond
to the mean vorticity which remains largely in vortex sheets. The
rotational regions tend to have lower values of vorticity
magnitude, consequently, rotational regions are better delineated
by the pressure minima than by the vorticity magnitude. From
the pressure and scalar isocontours it is evident that the structure
at the higher Mach number is much more three-dimensional.
The spanwise rollers which dominate the Me=0.4 simulation are
completely absent at Me=0.8. Instead, they are replaced by
obliqe vortices which comprise the legs of two lambda vortices,
similar to the structure reported in Sandham and Reynolds
[1991]. Note that the vortices are tilted with respect to the shear
layer centerline, y=O. The head of the upstream lambda is tilted
toward the high-speed stream while the head of the downstrean.
lambda is tilted toward the low-speed stream. (c)

Figure 2 shows several side (x-y), plan (x-z), and end (z-y) Figure 1. Perspective plots at Re=1600 of the conserved scalar at
view slices through the Mc=0.8 conserved scalar data. The plan 4--0.5 for a) Mc=O 4, b) Me=0.8, and pressure minima at 10%
view slice through the midplane, y=O,, (Figure 2a) best reveals Pmax for c) Me=0.8.
the three-dimensionality of the large-scale motions; there is no
evidence of any spanwise structure in this plane. Instead, there
exist several pockets of partially mixed fluid with the mixture pockets of partially mixed fluid exhibit a streamwise preference,
fraction favoring either the low- or the high-speed side. These and are adjacent to smaller rotational regions, corresponding to

projections of the legs of the lambda vortices in this plane. The
cad-yiew sl.c,, (Figure 2b) taken at several btreauiwite lucadutis
show the manner in which freestream fluid is entrained into the
layer. Depending upon the particular streatnwise location,
irrotational fluid is entrained into the layer in one of three ways:
(1) pure low- and high-speed fluid i; drawn into the layer in one
continuous motion, (2) pure high- speed fluid is entrained andAi mixed with partially mixed fluid inside the layer, or (3) pure low-
speed fluid is entrained and mixed with partially mixed fluid

high-speed stream inside the layer. Near the etreamwise locations where the tips of. adjacent lambda vortices are on top of one another, entrainment

Woccurs mainly by methods (2) and (3) above. In regions in
between, entrainment occurs mainly by method (1).
4. Conserved Scalar Statistics and Fast Cheniistry Results

Statistics of the conserved scalar field at Mc=0.4 and
., Mc=0.8 are used to simulate fast chemical reactions in the

low-speed stream manner detailed in Mungal and Dimotakis [1984]. The primary
objective of this calculation is to obtain a qualitative comparison

(a) of the histogram of the conserved scalar and the chemical
product profiles at low and moderate convective Mach numbers.
In Mungal and Dimotakis [1984], the temperature rise due to a
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fast reaction is obtained by integrating the product of a weight
function and the probability density function (p.d.f.) of the
conserved scalar. The weight function is adjusted to achieve the
desired reactant equivalence ratio. It has its peak at the
equivalence ratio and decreases linearly to zero in the two
freestreams. The equivalence ratio, 0, is defined as the ratio of
the reactant concentrations in the freestreams, =(co2co1). Here,
a simple one-step reaction, A+B -o. AB, is assumed. The product
concentration is maximum at the stoichiometric mixture fraction

(~,which for the above reaction, occurs at 4=O(+Op). Given
W the p.d.f. of the conserved scalar, the product profile and

thickness can be readily computed. In the present study, the
p.d.f. is replaced by a histogram, obtained by averaging the

((y=) mixture fraction in the homogeneous directions, x and z, from a
single realization.

Histograms of the conserved scalar at Reel600 are
presented in Figure 3. Note 'lhat there are fundamental
differences in the shape of the nistograms for the two cases. At
Me=0.4, the histogram exhibits three humps, corresponding to
unmixed fluid in the high- and low-speed streams and fluid
mixed at the entrainment ratio. The central peak at the
entrainment ratio extends across the lateral extent of the layer, in

(a) agreement with the p.d.f. obtained in shear layer experiments by
Konrad [1976]. In contrast, at Me=0.8, the histogram marches

Xacross the lateral extent of the layer; there is no central peak at
the entrainment ratio. Moreover, at a given y location there
appear to be two preferred mixture fractions. The two peaks may
originate from 'upwash' and 'downwash' regions in the flow
produced by the churning motion of the two counter-rotating legs

/ of the lambda vortex. Low-speed fluid is being pumped up or
high-speed fluid is being pushed down. The induced motion by

Yf

* 0

(b)

(a)

(C)
(b)

Figure 2. Contour plots of the conserved scalar at Re=1600,
M=0.8 for a) plan, b) end, and c) side view slices. Solid lines
correspond to 0<<0.5 and broken lines correspond to Figure 3. Histogram of the conserved scalar at Re=lb0&, a)
0.5<4<1.0. Me=0.4 and b) Me=0.8.
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the lambda vortices is illustrated in Figure 4. 2.5 ,

The marching character of the histogram may be attributed 'M=0.4
to the inclined orientation of the lambda vortices in the lateral 2
direction. The tips of the vortices are located close to one of the
freestreams, and therefore, tend to preferentially entrain fluid Mc=0.8
from that side of the layer. A raised tip close to the high-speed 1.5
side tends to entrain high-speed fluid which subsequently mixes
with partially mixed fluid inside the layer; conversely, a
depressed tip close to the low-speed side tends to entrain pure 1
low speed fluid which then mixes with partially mixed fluid
inside the layer. Therefore, rather than having one region of
fluid mixed at the entrainment ratio, at moderate Mach numbers
there exist two or more regions of fluid at a mixture fraction 0.5

favor;ng the high- and low-speed sides. In a recent 'sonic eddy'
compressible turbulence model by Breidenthal 11990], it is
hypothesized that for very large convective Mach numbers, ihe 0
instantaneous concentration profile would consist of many small 0 02 04 06 0.8 1

steps, approaching a smooth mean profile. In this limit, the
concept of gradient diffusion would become applicable. In the
present work, entrainment occurs over one step at Mc=0.4, and Figure 5. Midplane (y=O) through the histogram of the conserved
over two steps at Me=0.8. It is uncertain, whether, at higher scalar at Re= 1600.

oMpwash

07M=08r 1'c=O.4

i',A. 0.50

Downwash , /
FZZ~fL~izzz~A0 25

Figure 4. Conceptual drawing illustrating the generation of
'upwash' and 'downwash' regions by the lambda vortices. 0

convective Mach numbers, the number of steps would continue -1 -05 0 0.5
to increase, or whether it would remain at two. Y/8

Figure 5 shows a slice of the histograms for the two cases Figure 6. Mean concentration profile.
corresponding to the midplane, y=O. There are several
differences in the shape of histogram worth pointing out. First, Dimotakis [1984]. At Mc=0.4 (Figure 7a), Lhe peaks in the
at Mc=0.4, there are intrusions of pure high- and low- speed fluid normalized product profile all lie close to the entrainment ratio.
deep in the layer as evidenced by the two humps centered at a This is expected since the histogram is non-marching. Note that
mixture fraction (4) of zero and unity. These intrusions are the there are secondary shoulders present near the edges of the layer
tongues of freestream fluid that are engulfed into the layer as the indicating that the tongues of nearly pure freestream fluid have
spanwise rollers turn over. On the other hand, at Mr=0.8, there penetrated deep into the layer. Similar results were obtained in
are no tongues of pure fluid present near the center of the layer, two-dimensional spatially-evolving mixing layer simulations by
therefore, the range of mixture fractions that are populated is Lowery and Reynolds [1986]. However, subsequent three-
narrower. Recent compressible shear layer experiments by dimensional simulations showed that streamwise vortices inhibit
Clemens et al. [1991] also show a narrower range of mixed fluid the lateral extent of the tongues [Lowery and Reynolds [1986],
at Mc=0.62 compared to Mc=028. Second, at Mc=0.8, there are Buell and Mansour [1989]). In the present simulations, the
two peaks in the mixture fraction, at 4=0.3 and 4=:.65, instead streamwise vortices are relatively weak due to the random initial
of one at the entrainment ratio. As previously discussed, the forcing. In Figure 7b, the normalized product profiles are shown
origin of the two peaks may come from the induced motion of for Mc=0.8. Here there is a larger shift away from the rich
the legs of the vortices, reactants as a result of the marching character of the histogram.

Second, unlike the lower Mach number case, the maximum
The conserved scalar mean profiles are shown in Figure 6 product is not attained at an equivalence ratio of unity; instead,

for the two cases. A triple inflection point exists in the mean for the maximum product is formed for the flip experiments, with
Mc=0.4 indicating the presence of homogeneous structure cores more product formed on the top and bottom sides of the layer.
separated by tongues of pure freestream fluid. On the other hand,
at Mc=0.8 the mean varies almost linearly from the low- to the The product thickness normalized by the 1% visual
high-speed stream with no evidence of pure fluid penerating into thickness is plotted against the stoichiometric mixture fraction in
the layer. Figure 8 for the two cases. While the specific values of the

product thickness are overpredicted due to diffusion effects at the
In Figure 7, the histograms of the conserved scalar were Reynolds number of the present simulations, the overall shape of

used to derive the temperature rise due to a fast reaction at the product thickness as a function of the stoichiometry is
Mc=0.4 and M,=0.8 for different inverse equivalence ratios correct. Note, that at Mc=0.4, the familiar 'gull wing' shape is
corresponding to the so-called 'flip' experiments by Mungal and reproduced, with the maximum product formed at the
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Figure 8. Normalized product thickness vs. stoichiometric
mixture fraction.

0.8 " . ' "

while Figures 9b and 9c are y.z and x-y planes near the tips of
,- -., = two adjacent lambda vortices (near A in Figure 9a). The flow

0. , =pattern clearly identifies two pairs of counter-rotating vortices
0.6 ' . /that are focal in nature separated by three-dimensional saddle

0 =1/10 "P10,points, In between the two lambda vortices, near A in Figure 9a,

4 there is a three-dimensional critical point corresponding to a
stable-node/saddle/saddle topology according to the classifica-

0.4 I tion methodology of Chong, Perry, and Cantwell [1990]. A
saddle point exists in the y-z and x-y planes, and a stable-node/7,' exists in the x-z plane. The saddle point in the x-y plane is
clearly shown in Figure 9b where the streamline patterns for// , several adjacent z planes are plotted. Note that the saddle

0.2 // topology changes to two saddle points separated by an unstable
node over a very small distance. The other saddle point at A is
shown in Figure 9c. In this figure, the saddle point is between
four focal regions corresponding to the legs of the vortices. The

0.0 local topology is consistent with the idea of entrainment
-0.75 -0.50 -0.25 0.00 0 25 0.50 0.75 occurring in two steps across the layer, at least in the vicinity of

this critical point. A second critical point exists at B of the
y/S unstable-node/saddle/saddle type. This critical point is a saddle
(b) in the x-z and y-z planes and an unstable-node in the x-y plane.

The unstable node is shown in Figure 9b. A third critical point
exists at C which is also an unstable-node/saddle/saddle.

Figure 7. Normalized chemical product at Re=1600 for a) However, this critical point is a saddle in the x-z and x-y planes
Mc=0.4 and b) Me=0.8. and an unstable-node in the y-z plane. The unstable node is

shown in Figure 9c. A fourth critical point exists at D of the
same type as B. Based on the present flow pattern, it is clear that

entrainment ratio of unity for a temporal layer. At Mc=0.8, the at Mc=0.8, pure fluid is being entrain d from the top and bottom
shape is reversed, with more product being attained at a sides in at least two steps. Further work remains to classify all
stoichiometric mixture fraction of 0.2 and 0.8, than of 0.5. of the critical points in the flow, to determine their relationship to
Finally, for the same Reynolds number, slightly more product is one another, and to follow their temporal evolution.
formed at higher convective Mach number over a wide range of
stoichiometric mixture fractions. This result is somewhat 6 . Conclusions
inconclusive, however, since the Reynolds number dependency Comparisons of direct numerical simulations at convective
of the product thickness has not been determined due to the Mach numbers of 0.4 and 0.8 suggest that entrainment and
limited range available in the present simulations, mixing occur more locally at the higher convective Mach

number. Fluid is entrained into the layer in one of two ways: (1)
5. Topology of the Velocity Field pure fluid from the low- and high-speed streams is engulfed in

In this section, the topology of the velocity field at Mc=0.8 one continuous motion in regions between the tips of the lambda
is determined from instantaneous streamline patterns, obtained vortices; or (2) pure fluid is engulfed in several intermediate
by integrating the instantaneous velocity in a frame of reference steps, with pure high- or pure low-speed fluid mixing with
moving at the convective velocity. In this reference frame, the partially mixed fluid inside the layer in regions near the tips of
flow pattern is plotted in Figure 9 as projected streamlines in the the lambda vortices. The apparent source of the partially mixed
three orthogonal planes. The streamlines were initialized near fluid is the local upwash/downwash ragions created by the
the critical points, wnere the velocity magnitude is nearly zero. induced motion of the legs of the vortices. The conserved scalar
The location of the critical points relative to the flow structure is statistics suggest that, at Mf=0.4, the concentration profile is
determined by comparing Figure 4 with Figure 9. Figure 9a non-marching due to the presence of the global spanwise rollers.
shows the projected streamline pattern in the x-z plane at y=0, On the other hand, at Mc=0.8 and a comparable Reynolds
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number, the instantaneous concentration profile is marching with
the existence of two preferred mixture fractions at a given y
location. The mean concentration and product profiles for the
two cases reflect the non-marching and marching character of the
instantaneous concentration profiles. Finally, the instantaneousstreamline pattern at Mc=0.8 is consistent with the concept of
entrainment occurring in multiple steps.
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ABSTRACT ibility parameter was identified (Bogdanoff,
Space-time correlations and filtered Ray- 1983 and Papamoschou & Roshko, 1988) which

leigh scattering based flow visualizations correlates the reduction in the growth rate
were used to study compressibility effects on and also in Reynolds stresses (Elliott &
large structures in mixing layers. Two high Samimy, 1990). This parameter was called
Reynolds number mixing layers with M. = 0.51 convective Mach number, Mc, by Papamnichou &
(case 1) and 0.86 (case 2) were studies. Roshko. Ragab & Wu (1989) and S,ndham &
Previous LDV results had indicated no com- Reynolds (1989) have shown that the oblique
pressibility effects on the growth rate but instability waves achieve a larger growth
some on the turbulence characteristics of rate than 2-D instability waves at higher
case 1; however, there were major compress- convective Mach numbers.
ibility effects on both the growth rate and Previously, we used LDV to measure de-
the turbulence characteristics of case 2. The tailed mean flow and turbulence characteris-
streamwise correlations showed 4-5 times tics of cases 1 and 2 (Samimy & Elliott, 1990
faster decay rate for case 2 than case 1. and Elliott & Samimy, 1990). While case 1
While the spanwise correlation for case 1 depicts the beginning of the compressibility
showed trends similar to incompressible effect on the growth rate of mixing layers,
mixing layers, the behavior of case 2 was case 2 shows over 50% drop in the growth
totally different. The pressure fluctuations rate. Between cases 1 and 2 there is over a
in the fully developed region of case 2 factor of 2 drop in Reynolds shear stress and
developed significant rms variation in spanw- over 20% drop in the lateral turbulence
ise direction with a well defined pattern, fluctuations. The stability results of Ragab
Based on pressure measurements and flow & Wu (1988) and Sandham & Reynolds (1989)
visualizations one could conclude that the have shown that at case 1 only two-dimension-
strtctures in case 1 are similar to those in al instability waves are amplified, however,
subsonic case however less organized. In case at case 2 two-dimensional and oblique waves
2 the structures seem to be nearly spatially are amplified almost equally. The objective
stationary across the span of mixing layer of this research was to use these two flowfi-
and highly three dimensional. The structures elds to explore the effects of compressibili-
in this case seem to be composed of vortices ty on the structures in mixing layers by
spanning the mixing layer and inclined in using pressure correlation measurements and
both the streamwise and the spanwise direc- flow visualizations.
tions. It is postulated that perhaps each
large structure is consists of two or more of EXPERIMENTAL FACILITY AND INSTRUMENTATION
these structures with oblique angles of The experiments were conducted at the Ohio
different sign connected at the edges of the State University Aeronautical and Astronauti-
mixing layer. cal Research Laboratory (AARL). The high

Reynolds number wind tunnel has a 152.4 x
INTRODUCTION 152.4 mm test section. The tunnel is set up

The observation of large scale spanwise in a dual-stream configuration in which two
structures in incompressible planar free independent streams merge downstream of a
shear flows by Brown & Roshko (1974) drasti- splitter plate to form a constant pzessure
cally altered researchers's perceptions of mixing layer as shown in Fig. 1. The tunnel
mixing and entrainment processes in these was operated in two different configurations.

flows. These structures were initially The Mach numbers, convective Mach numbers,
thought to be a manifescation of low Reynolds velocity and density ratios, and stagnation

number flows thus reminiscence of transition temperatures of two streams are shown below.

to turbulence. However, similar large scale
structures were later observed in higher M M2 M U2/U P2/P TT(K)
Reynolds number mixing layers. La-er study by case 2 1.8 0.51 0.51 0.36 0.64 290

Bernal & Roshko (1986) has shown that stream- case 2 3.0 0.42 0.86 0.24 0.36 290

wise streaks or structures are embedded IZIIIIIIIIZIIIII///IIII//I/I/IL
within th- spanwise large structures.

Large scale structures have also been
observed in high Reynolds number compressible 1 X -
mixing layers (e.g. Chinzei et al, 1986, ii

Papamoschou & Roshko, 1988, Elliott & Samimy,
1990, Clemens et al, 1990, Shau & Dolling,
and Messersmith et al, 1991). Even though
Morkovin hypothesized compressibility effect 777///
in mixing layers in 1964 (also, Bradshaw,
1977), it was only recently that a compress- Fig. Schematic of the test section with

pressure probes in it.
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The incoming high speed boundary layer was
fully turbulent with Reynolds number based on
the momentum thickness, Re0 0, of 27700 and
24700 for the Cases 1 and 2, respectively. AtDOPPLER
AARL, the cold and dry air generated at 16.4 SHIFTED

MPa (2400 psi) by two four-stage compressors 
!

is stored in two storage tanks with 42.5 m
3

(1500 ft3) capacity. The air is fed into the oI'
tunnel by two separate control valves. There-
fore, flow to both streams can independently 0 V
be controlled. The tunnel can be operated
from a few minutes to several minutes depend- Fig. 2 The concept of FRS with a sharp cutoff
ing on the nozzles used. molecular filter.

Fast response pressure transducers were
used for space-time correlation measurements. (1991) have discussed the technique in more
Figure 1 gives a schematic of the pressure detail. Although only flow visualization
probes arrangement in the shear layer. The results are presented here, a multiple camera
two probes were fitted with Endevco fast system is currently being developed to obtain
response differential pressure transducers, instantaneous velocity and density measure-
model 8514-20, with a sensitivity from 0 to ments. For this case a sloping instead of a
20 psi. The pressure sensitive diaphragm of sharp cutoff filter needs to be used. This is
these transducers is approximately 0.7 mm in similar, to some degree, to a system devel-
diameter and an estimated frequency response oped by Komine et al (1991).
of better than 50 kHz which is higher than
what is required in these experiments. The EXPERIMENTAL RESULTS AND DISCUSSIONS
pressure transducers were mounted perpendic- 1. Pressure Results
ular to the incoming streams, extending about Streamwise and Lateral Variations. Figure 3
10 mm out of the probe tip to approximately shows streamwise evolution of power spectrum
measure the static pressure fluctuations. An for case 1 at about the center of the shear
Ectron model 563F signal conditioner was used layer (y* z 0). The lateral nondimensional
with each transducer to provide the excita- coordinate is defined as y* = (y-yr ')/ 6w
tion voltage and to amplify the output sig- where y is the lateral location measured from
nal. A 5520 MASSCOMP computer was used to the top surface of the splitter plate, y ef is
acquire and process 100 blocks of data per the lateral distance from the splitter plate
measurement Location with 1024 samples per where the measured convective velocity using
block and 250 kHz sampling rate. spatial correlation matches the theoretical

Filtered Rayleigh scattering (FRS) was use value, and 6, is the local vorticity thick-
for flow visualizations. A Quanta Ray model ness. The downward shift in the broadband
GCR-4 Nd:YAG laser was used as a light peak in the power spectrum, which is well
source. Pulse width and energy per pulse of defined in downstream locations, is due to
the laser were 8 ns and 500 mJ at a wave the interaction among large scale structures
length of 532 nm (2nd narmonic). An injec- and similar to incompressible results
tion seeder was used to narrow the linewidth (Hussain & Zaman, 1985). Based on our previ-
and also to add some tuning capability. The ous results, the flow for this case is fully
9 mm diameter beam from the laser is passed developed for x>150 mm (Samimy & Elliott,
through a spherical lens to narrow the sheet 1990). The case 2 shows a similar downshift
made by expanding the beam through a cylin- in the frequency, however, the broadband peak
drical lens. The scattered light in the test frequency is not as well defined.
section is collected through a molecular
filter into an intensified CCD camera and
recorded on a super VHS tape for post pro- Streomwie Evolution of Power Spectra

cessing of the images. The main component 0 51 0 1)y-) Z-Omm

that makes FRS flow visualization system I.
different from standard Rayleigh scattering wn

technique is the molecular filter placed in V' .V
front of the camera. The molecular filter isbasically an optical cell with a small amount .
of iodine crystal in it. When this cell is 0,
evacuated the low partial pressure of the ,
iodine causes it to form vapor. Since iodine [
has absorption bands around the incident -I !.

last.r light of 532 nm, the laser can be tuned 1 2 1,J
across the absorption bands. The cell used __
here is 25.4 cm long and similar to that used
by Miles et al (1991), which is operated in 0 W 10 ISM 20D0y25M 3) 3= 4 D

the optically thick regime where the filterhas a relatively sharp cutoff characteristic. Fig. 3 Power spectra for various streamwise

Figure 2 shows the basic concept of using locations for the case 1.
this filter in optically thick regime for
flow visualizations. Because the Rayleigh
signal is so weak and it takes a high amount Figure 4 shows the streamwise cohorence
of laser energy to form an image, there is for both cases in only one lateral location
usually a problem with background scattering in the fully developed region. When dx/6w Z
and reflections from the windows and walls of 0.5, the coherence levels are comparable for
the wind tunnel. Since this noise is un- two cases. The coherence level drops by aboat
shifted having the same wave length as the 50% with increasing probe-separation to dx/6w
incident light and scattering from mole- = 1 and 4.7, respectively, for cases I and .
cules/particles within the flow have a Dopp- This indicates tremendous compressibility
ler shift, the laser can be tuned to an effect on the organization of large struc-
absorption band of the iodine and the back- tures. Note that the local Reynolds numbers
ground light can be filtered out. Miles et al
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are comparable for the two cases. The stream-Coherence for Voried Streomwise Seporotions ws orltosso iia opes

IA-051 xil162mm y-O z--30mm wise correlations show a similar compress-
6..,17 ibility effect (Fig. 5). The results obtained

l . i  in other lateral locations and also in the
0. "developing region show similar compressibili-

oF ty effect (Reeder, 1991).
07 a The convective Mach number concept was

to$. introduced by Bogdanoff (1983) and
Papamoschou and Roshko (1988) and has been

05 used since then by many to correlate com-
',, ISpressibility effect. The concept is bdsed on

0.3 the existence of a saddle point between two
Brown and Roshko (1974) type spanwise two-
dimensional rollers at which the two streams

01 -, of the mixing layer stagnate in the coordi-

oo . '-: -2"000 3 40 nate system travelling with the rollers. The
Frequency(Hz) concept breaks down at supersonic convective

Mach numbers (Papamoschou, 1991, McIntyre &

Coherence for Varied Streomwise Seporation Settles, 1991) . The streamwise spatial corre-
W-O86,-I 62mm r--0 15 :-30mm lations shown in Fig. 5 can be used directly

10 4.-24- I- to calculate the average convective velocity
thus the convective Mach number. Instead we

09 "have calculated the convective velocity of
06 b individual structures (Reeder, 1991). Figure

07 6 shows histograms of convective velocity for

006 case 2 at two lateral locations. The follow-
;o5 ing observations can be made: 1) even at y*

0 where the average Uc is equal to the theo-retical U., structures have a wide range of
convective velocities and 2) both the average

o2 , "-' . and the distribution change with y*. The
Sresults for case 1 show similar characteris-

_____
"

___.__ _._____. tics but less lateral variations. The lateral

o 2 2 35000 410000 variation of average Uc has been reported
Fmquncy (Hz) before in both incompressible and compress-

Fig. 4 Streamwise coherence for various ible mixing layers (Jones et al, 1973 and
separation distance in the fully developed Ikawa & Kubota, 1975). In light of these
region (a) case I and (b) case 2. results and flow visualization results to

follow which show highly three dimensional

uc tDitrbuI n

&4,=O 8 y.-* - 15 .-1 5 2mm x2=166mm z-Omm

Streomwise Correlotion for Streomwise Variatons o,

L=O 51 x1-162mm y-O z--3Omm 70
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Fig. 5 Streamwise space-time correlations for Fig. 6 Histograms of Uc at various lateral

various separation distance in the fully positions in the fully developed region for

developed region (a) case 1 and (b) case 2. case 2.
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nature of large structures in case 2, two far from the side walls. The results in Fig.
things need to be kept in mind: 1) that while 7 indicate that some sort of structures have
Mc is a good indicator of compressibility been developed in case 2 where these struc-
level, one should not overemphasize it, 2) tures seem to be nearly spatially stationary.
any Uc measurements depend a great deal on The maximum rms pressure producing region of
the lateral position where they are taken, these structures seems to start from the low
and 3) any UC, and thus Mc measurements based speed side and to branch out in spanwise
on a limited number of structures could direction as the legs extend in the lateral
potentially produce highly erroneous results. direction.

As was discussed earlier, stability analy-
spanwise Variations. The rms pressure fluc- sis of Ragab and Wu (1989) and Sandham and
tuations in the developing region, at about Reynolds (1989) show that oblique instability10080 from the splitter plate where 80 is the Renls(9)shwtaobiuisaiiy
omentfrm thes plate inhoeig 0ig s stee waves are more amplified than two-dimensional

momentum thickness of incoming high speed ones at high compressibility levels. In fact,
flow, did not show any observable variations direct numerical simulations of Sandham and

in the spanwise direction in either case Reynolds with two initial oblique instability
(Reeder, 1991). Some spanwise variations with we s o ite inspodue abesur

noaprn •atr eedvlpddwsra waves of opposite signs produced a pressure
no apparent pattern were developed downstream field which appears similar to the experimen-
in case 1 (Reeder, 1991). However, variations tal results described in the above paragraph.
up to 3 fold with a relatively distinct However, their results showed two horseshoe
pattern can be seen in the fully developed type vortices; one with the head at high
region of case 2 (Fig. 7). The tunnel span is speed side and the other similar to the one
from 0 to ±76 mm, but the measurements are described above.
taken only in the midsection of the tunnel Spanwise correlations normalized with rms

Sponwisp RMSriot;on at y = -0.21 for case 1 dropped from 0.27 to
-0t 6 i.70mmy'-060 0.08 when dz/6w was changed from 0.25 to 1.2

0. -24-" in the fully developed region of the mixing
layer. The maximum correlations occurred at
zero time delay signifying two-dimensional

0s nature of the structures. These behaviors are
=.11- similar to incompressible mixing layer re-

S-06 a sults (Browand & Troutt, 1980). Figure 8
shows the spanwise correlation for case 2 in
the fully developed region at two y* loca-

r 0 4 tions. The general trend of these correla-
tions indicate the complex nature of the
structures. When one probe is at z = 0, y*

02 0 -0.6, and dz/6 = 0.17, the peak correlation
level is relatively high and positive with a

. ... . 12 . 24 30 42 small time shift. However, the correlation
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Fig. 7 RMS pressure fluctuations across the Fig. 8 Spanwise space-time correlations for
span of case 2 in the fully developed region varied spanwise separations and for varied
at y* = (a) -0.6, (b) -0.15 and (c) 0.06. spanwise and lateral locations for case 2.
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peak changes sign and the level drops signif- such as pressure and temperature, the mois-
icantly with relatively large time shift for ture may condense and form water particles in
dz/6, 2 0.25. At y* = -0.15 location, at small the test section (Wegener & Mack, 1958). In
dzS6w both positive and negative correlations our case, the condensation occurs only in the
are present, but when dz/6w is increased the high speed stream of case 2. These particles
correlations is negative and the level of are so small that we cannot detect them with
correlations first increases and then drops, our LDV system in which case we use atomized
Table 1 shows the correlation level, the time oil particles on the order of 0.5 to 1 Am.
shift and the angle of structures from span- Our estimate is that these condensed parti-
wise axis for y* = -0.15 and dz/Sw = 0.25. The cles are in the order of 0.01 pm. These
angle is calculated using B = tan' (U,*T/dz), particles which are about an order of magni-
where UC is the theoretical convective veloc- tude larger than molecules in the air provid-
ity. More detailed results are reported by ed scattering media for the flow visualiza-
Reeder (1991). tions. Therefore, in the visualization photo-

graphs, the bright regions mark the fluid
Tablo I from high speed side, and the dark regions

cross corralation Data the fluid mark the low speed side. To get a
x=170mm y'=4.15 d=02M. better contrast in the photographs we have

limited the grey scale to two.
Pk SendavPek Figure 9 shows side view (x-y plane) of

z,(eM) ;(mm) Lewl, /I (sec)/B LeMl /I (sec)/ a the flowfield for case 2 from about 40 to
-42 -36 .055/-12 / 3 350e 0 in (a) and from about 300 to 5400 0 in(b) where e is the incoming boundary layer
•36 -3 -24 0co21e.a/on- momentum thfckness of high speed stream. One
-30 -24 4.12 / .2 / 7' identifies very large structures with nearly
.24 -18 .008 /10 /33' equal spacing in streamwise direction and
-21 -15 -010 1 .4 /IS- many smaller structures on the edges of each
-18 .12 07 / 4 /-L5 large structure can be seen. These two photo--12 -6 001 12 /.3r graphs wf.re taken at two different times. The-12 -6 005 / 12 / Ir exposure time for all the photographs is 8
• 9 -3 .00/ 4/15 _ns. Figure 10 shows the spanwise view (y-z
-6 0 -007 /.16 1," plane) of structures at an axial location of
-3 3 -013 /-40 /33'

0 6 412 /-12 /
3 9 4.13/8 /27-

6 12 .0.10/ 0 / 30mm
12 is 412/4 B1' -90

15 21 -010/-4 /W5

18 24 .0047/ 40-W9 .0 045/0/0'

21 27 4053/48 -7 .0 045/ 0 /V

24 30 006 /32 /-§4'

30 36 006 / 52 /.74' +0.04 /44 /71*

36 42 +004 /-40 /69'

The picture of the structures arising from 15mm
the results presented so far is a complex
one. All the indications are that the most
dominant structures are highly three-diman-
sional inclined both in the mean flow direc-
tion (x) and in the spanwise direction (z)
and they are nearly spatially stationary. An
element of structure may be a horseshoe type
vortex with the head in the low speed side
and the legs, inclined both in the streamwise
and the spanwise directions extending toward
the high speed side. The element of structure
could also be a single vortex tube type
spanning the mixing layer and inclined in Fig. 9 FRS visualization of x-y plane for
both the streamwise and the spanwise direc- case 2.
tions. Most probably, a large structure is
composed of a few of these elements with
oblique angles of different signs connected
at either edge of mixing layer.

-20mm o +20mm
2. Flow Visualizations I I I "

As was discussed earlier, filtered Ray-
leigh scattering technique was used for flowvisualizations. The background noise was
removed by the molecular filter. As with the
standard Rayleigh scattering technique, the
signal is proportional to density an to the
radius of molecules/particles to the sixth
power. In a typical supersonic flow facility,
the oil and water particles are removed by
oil separators, dryers, and filters. Yet no
matter how efficient these processes are,
some water moisture will remain in the flow Fig. 10 FRS visualization of y-z plane for
system. Depending upon the flow conditions case 2.
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about 49000. The photograph shows various However, case 2 shows totally different
structures in the spanwise direction con- behavior. It seems that the higher compress-
firming very low spanwise correlation levels ibility case can support oblique structures;
shown in Fig. 8. Figure 11 shows the plan therefore, the structures are highly three
view (x-z plane) cutting through the shear dimensional and complex for case 2. All
layer just slightly'above the splitter plate indications are that these structures are
in the axial location extending from about nearly spatially stationary in spanwise
280 to 430e 0. In these photographs, one direction spanning the mixing layer and
easily observes oblique structures. inclined in both the streamwise and the

spanwise direction. They have both positive
and negative angles, and if they travel
toqether they may connect at either edge of

:V the mixing layers.
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ABSTRACT mine what is required to adequately resolve the flowfield in
the different mixing regimes. In particular, we compare solu-

Time-dependent two-dimensional numerical simulations of toso h ue qain o hsfo osltoso h

high-speed, compressible, confined, temporally evolving su- complete set of Navier-Stokes equations that also contain

personic mixing layers between hydrogen and oxygen gas descriptions of molecular diffusion and thermal conduction

streams are _bcd to examine the differences between Eu-

ler and Navier-Stokes solutions and the effects of convective (referred to as the NS+ equatioi.s).

Mach number. The computations show that the Euler solu- PHYSICAL AND NUMERICAL MODEL

tions are reasonably accurate in the convective-mixing stage

of the flow, when large-scale structures dominate. As the General Formulation

convective Mach number increases, the mixing and turbu- We solve the time-dependent, two-dimensional, compress-

lent levels are reduced. ible, Navier-Stokes equations for a multispecies gas, includ-
ing the effects of molecular diffusion and thermal conduc-

INTRODUCTION tion. The balance equations for the densities, momentum,

The successful design of propulsive engines for hypersonic and energy are
vehicles requires accurate prediction of the mixing and com- = -V.(pv), (1)
bustion efficiency in high-speed flows. In order to achieve
this predictive capability, we need an improved understand- n- = -V -(nv) - V. (nZvd) i . (2)
ing of the dominant processes. In this paper, we have begun v1

to address several of these complex issues. In particular, we Opv
focus on the numerical solution of the mixing of a hydrogen at = -V. (pvv) - V. P , (3)

and oxygen stream so that we are studying the features of

a high-speed shear layer between two gases of very different OEdenitesDi= -V.(Ev)-V.(v.P)- V.q), (4)densities 0T

Since the Brown and Rosko [1974] observations, many The mass fraction of species i is Y, defined by

experimental studies have confirmed the existence of large- PY)
scale coherent structures in turbulent mixing layers for both n: - , (5)
high and low Reynolds numbers. Papamoschou et al. [1986]
and Clemens et al. [19901 showed the effects of compress-
ibility on the growth of the shear layer, and recently, Di- of the species i. The auxiliary equation for pressure P and

motakis [1989] summarized experiments on the entrainment heat conductive flux q are

and mixing processes. There have been a number of theoret- 2

ical stability analyses and concommitant numerical simula- P = P(p, T)1I-+o(V v)I - t,[(Vv) + (Vv)T] (6)

tions of both spatially and temporally evolving shear layers. and
Ragab and Wu [19901 and Jackson and Grosch (19891 have and-A VT+pl hiYVd, (7)

shown that for high Me, there are several unstable modes q = +

and three-dimensional modes become important. Sandharn We assume an ideal-gas equation of state: P pJT. The

and Reynolds 11989] and Lele [1989] have considered two- specific enthalpy h, can be written as

dimensional and three-dimensional direct numerical simu-
lations. Using vortex-dynamics methods, Soteriou et al. h T

[1991] have studied the effects of density gradients. h,=oCtdT+h, (8)
In the work presented below, we solve the equations de-

scribing a temporally evolving shear layer, where one stream where at, and h are the specific heat at constant pressure

is molecular oxygen and the other is molecular hydrogen. and heat of formation of species i, respectively. We neglect
This approach allows us to focus on the structure of the the radiative fluxes and the Soret and Dufour effects (ther-

flow and the details of the turbulent structures and deter-
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Diffusion Model solution of this problem provides initial conditions for the

The diffusion velocities Vd, are solutions of the follow- two-dimensional shear layer.

ing system of equations (see, for example, Oran and Boris The two-dime)'sional computational domain, shown in

j1987]), Figure 1, consists of a rectangle of length L and height
H = L/2. The left and right boundaries are periodic,

VX, = L(vd, - Vd,) + (Y, - X,) (9) which means that (0, y) = W(L, y), and the bottom and top
D boundaries are slip wall conditions, pv, = 0 and &p/Oy = 0

where, for each species t, X, is the mole fraction, Vd, the where V = (p,pvo,{,),E) at y = 0 andy H. The com-
putational cell size is always kept uniform in the x and y

diffusion velocity, and D,, the diffusivity of the species i directions and are in the range Ax = Ay = (2.5-10) x 10'
into the species j. m, so that the timesteps are in the range (2-8) x 10- 3 ps. A

These diffusion velocities must obey to the condition of typical computation described below requires about 10,000
mass conservation such that timesteps.

wall

YoVda= 0 (10) w

We approximate the solution of the system of equations Mc

(9) and (10) by a gradient law, as proposed by Coffee and Mlxlng layer

Heimerl [1981],
Mc

, - -TD"'VX, Dm = i, /D (

X wallThen we correct these velocities in order to insure the mass wati

conservation, equation (10), Figure 1: Computational Domain

V, = - Y,!v, and Vd, = 17d, + V, - (12) Computational Diagnostics

A number of different global and instantaneous param-
eters are used to characterize the flows:

This approximation becomes rigorously correct in the binary 1) The convective Mach number M, and the convective
case if we neglect the pressure effect on diffusion, velocity of the coherent structures U, can be approximated

Numerical Integration from known properties of the flow assuming a stagnation

The different physical processes are solved separately point in the center of each coherent structure. This analysis,

and their effects are then coupled together by timestep- suggested by Papamoshou and Roshko [1986], leads to

splitting methods (Oran and Boris [1987]). The convection ta U2 + a2 Ui) (U2 -UI)
is solved using a standard Flux-Corrected Transport (FCT) U = (a + a2) and M, = + (13)
algorithm This is a nonlinear, monotone algorithm that is
fourth-order accurate in phase. The integration is carned where a, and a2 are the speeds of sound for the streams 1
out by a two-step predictor-corrector procedure with, suc- and 2, respectively.

cessively, a diffusive and antidiffusive step. The first step 2) The energy transfer for two-dimensional turbulence
modifies the linear properties of a high-order algorithm by can be described by the field of enstrophy, w'. Eirstrophy for
adding diffusion during convective transport to prevent dis- two-dimensional turbulence has properties similar to vortic-

persive ripples from arising. The added diffusion is removed ity for three-dimensional turbulence (Batchelor 11969]), tat
in an antidiffusion step. The result is that the Lalculations is, there is a cascade process, independent of the viscosity, to
maintain the high order of accuracy without requirig artifi- higher wavenumbers where the enstrophy is dissipated. 1 he

cial viscosity to stabilize them. The physical diffusion terms global intensity of the turbulent flow may be characterized
are solved in conservative finite-volume form by second- by M, = w2 >-', where the < > indicates an average

order centered algorithms. An overall global timestep is taken over the computational domain. For an incompress-
chosen by evaluating the individual stability criteria of each ible, homogeneous turbulent flow, M, is a linear function of
type of process in the computations and then selecting the time (Batchelor [1969]).

minimum of these. 3) Mixing efficiency between different gases can be de-

scribed in terms of mole fraction, X,, or mass fraction, ',.
THE MODEL PROBLEM For the binary mixture, we define two global parameters,

In the one-dimensional problem, we compute the evolution Vx = 4 < X1 X 2 > and My = 4 < Y1 Y2 >, that vary
of a mixing layer between two gases starting from a step pro- between 0 and 1. For the limit of fully mixed material,

file for each variable in the y direction. We do this by solving M' = 1 and My = 4W1 W2 /(W + W2 )2. For the hydix

the full set of equations (1) - (4), but assuming that there gen and oxygen mixture we are considering, M ° = 0.22.

are no variations along the x direction. That is, cOV,]9x = 0, The parameter Mvy =< VYH2 VYH2 > is related to the

where V represents p, pv, {n,}, and E. The boundaries dissipation of scalar energy in the computational dow,,in

at the bottom and the top of the domain are open. The
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and describes the density of mixing iiterfaces devloping in its dissipation by viscosity or diffusion, t. = td, where
the domain.

I U
2 1

tc t -- and td =-. (14)

THE ONE-DIMENSIONAL PROBLEM U " = fY

Here e, is the dissipation of turbulent kinetic energy, k
eL < U'2 >, and ey is the dissipation of turbulent scalar

In the one-dimensional problem, one stream is molecu- energy, -1 < 1"12 >, which may be written as
lar hydrogen and the other is molecular oxygen. Iritially the
computation shows a transient characterized by two acous- Et= E < > (15)

tic waves moving away from the interface to the top and P Pr 2

the bottom of the domain. After that, the static pressure and
returns to its initial uniform value and a negative transverse Dey = D < VY'VY1 > =  

2 (16)

velocity v5 is generated within the developing mixing layer. 77Y
Figure 2. profiles of density and temperature for Af = 0 6, where ily is the mixing scale, S is the tensor of deformation
shows that the motion is directed from the heavy fluid to- and r = rq/u. Note that the prime indicates fluctuation of
wards the light fluid. This explains the evolution of p which the variable.

itself is not directly affected by the molecular diffision pro- If we define the Kolmogorov scale 77j as that scale where
cess. The temperature reaches a maximum in the middle of the molecular viscosity transforms the kinetic energy into
the layer showing the transformation of kinetic energy into heat (that is, the scale at which the Reynolds number is of
internal energy by viscous dissipation In addition, graphs order unity, Rek -pk u/P , 1), we obtain
of these profiles as a function of q = y/v'- show that the

solution is self-similar (Vuillermoz and Oran [19911). This k = Re- (17)
is a characteristic of flows such as mixing layers that do not
have any particular length scale, a feature previously rioted where Re = plU/lp is the Reynolds number of the large

by Sandham and Reynolds [19891. scale
0 -vIn the same way, the equilibrium condition allows us to~T(K) C"p(kg/m 3 ) 02 eaut yA T l = Pec-, (18)

PI ' ]where P, is the Peclet number such that P, I U/D =
1 S, Re and S, = p/pD is the Schmidt number. When S= 1,
177y is the Taylor scale.

H2 i In our case, the large scales are bounded by the width

._.___...._____ of the computational domain and their velocity scales with
0. y(cr,) 0.25 0. y(cm) 0.25 the difference of velocities across the shear layer. Then, we

Figure 2: One-dimensional Results can assume that,

Two-Dimensional Initialization 1H and U-(U2 -U )=M(a +a2) (19)

The two-dimensional configuration is Kelvin-Helmholtz un-
stable. We use the o-c dimensional computation to provide This assumption allows us to asses the small scales. Several
initial condions, and then trigger the instability by super- values computed for the hydrogen-oxygen mixing layer are
imposing a set of harmonic (SI = 27r/A) and subharmonic reported in Table 1
(Q/2) pressure disturbances. In the calculations presented
below, we have chosen the wavelength of the instability, A,

such that A/L = 2, 4, and 8 and a = 0.05. Table 1. Estimations of Kohnogorov and mixing scales

THE TWO-DIMENSIONAL PROBLEM l(inm) M, Re 7k(m) qy(r)

Analysis of the Turbulent Scales 5.0 0.6 1.85 x 10' 3.1 x 10' 3.7 X 10- '
5.0 1.2 3.70 x 104 1.9 x 10 -8  2.6 x 10 - 5

The main feature of a turbulent flow is the wide range of its

energy spectrum. The largest scales may be characterized
by a length I and a velocity U, and the smallest dissipa-
tive scales may be characterized by a length q and velocity
u. If we assume that 'here is an equilibrium between the In order to isolate and examine the effects of molecular

convection and the dissipation of turbulent energy, we can diffusion, we performed three NS+ calculations that were

compare the large and small scales. This assumption means the same except for the values of the diffusion coefficients.
that the characteristic time tc of the transport of turbulent These computations were performed for a system with L =
energy by the large eddies is equal to the times ,, and t d of 1.0 cm, 200 x 100 computational cells, and Ax Ay =
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5.0 x 10 - m. In one case, the molecular diffusion is turned mixing stage whereas 1, increases quickly and independently
off completely. In another, the actual values of physical of the diffusion. When the diffusive-mixing stage begins, the
diffusion were used, as in the previous computations. In the turbulent structures broaden in proportion to the diffusion
final case, we multiplied the physical values by two. The coefficient and the destruction of the turbulent scales is con-
results of the comparison are presented in Figure 3 that trolled by the amount of molecular diffusion.
shows various diagnostics defined above as a function of a C;CO
dimensionless time t/to, where t o = H/AU. 00 0 3

3. . . ... ......
3 0
2 21 ~

22

0. t/to 13. 0. t/to 13.
C5 D Figure 4: Width and Length of Turbulent Structures

0. . (1. no diffusion, 2: 1 x diffusion, 3: 2 x diffusion)

Figure 5 shows instantaneous contours of mass fraction
Xof hydrogen during the three regimes described above. We

note the apparent change from a very regular structure to
the extremely mixed structure at the end of the computa-
tion. As time evolves, we see the shear layer expanding

...... ...... ..... <=;L" towards the lighter fluid on the bottom , an effect noted byO. t/to 13. 0. t/to 13. Soteriou et al. [1991].

Figure 3: Effect of Diffusion Comparison between Euler and NS+ computations
(1:. no diffusion, 2: 1 x diffusion, 3: 2 x diffusion) A previous study (Vuillermoz and Oran [19911) showed that
The My and MVy show that there are three stages in the transition between the two mixing stages does not de-

the mixing procedure. In the initial growth stage, a lam- pend on whether or not we include the viscosity or the dif-
inar growth stage extending to about t/to - 2, the large fusion. Moreover, this transition occurs at the same di-
structures grow as a consequence of the initial perturbation mensionless time, proving that it is only a function of the
on the flowfield. The large vortices roll up and grow al- large-scale convection. This observation. 'so in agreement
most independently of each other. In the first mixing stage with the Broadwell and Breidenthal theory. They provided
extending to about t/to - 5, which we call the convective- an estimate of the time tk needed for a large eddy to break
mixing stage, the vortices begin to interact with each other up and dissipate at the Kolmogorov scale. If the Reynolds
and convective mixing dominates. Mixing occurs as these number is high enough, the first-order approximation of this
structures merge and grow and the interfaces between the characteristic time does not depend on the viscosity,
oxygen and hydrogen stretch and deform. The generation I
of stretched interfaces corresponds to a sharp growth in the tk = -x [1 + O(Re- 2 )] . (21)
intensity of the scalar dissipation Mvy. Finally, there is the Figure 5 compares the results of an Euler and NS+
stage that occurs when the widths of the interfaces reach the computations for the case presented before. It shows typi-
order of magnitude of ijy and they are destroyed by molec- cal instantaneous profiles of hydrogen mass fraction Y 12 in
ular diffusion. The MVy drops very quickly, My relaxes to the initial growth stage, the convective-mixing stage, and
its asymptotic value, 0.22 in this case, and M. linearly in- the diffusive-mixing stage. In the first stage i/to 1, the
creases, as predicted for homogeneous turbulence. The two Euler and NS+ calculations are very similar. Differences
last stages shown in the computation, the turbulent stages, begin to appear in the next two mixing stages. During thehavbeginntoeappeardinntheenextotwoimixingastages.fDuringwthe
have been descnbed in the theoretical analysis of Broadwell convective-mixing regime, smaller turbulent scales are gen-
and Breidenthal [1982]. erated in the Euler solution, whereas the NS+ solution looks

We can interprete these results by considering two pa- smoother. In the diffusive-mixing stage, the spectrum of
rameters, the mean length of an interface in the domain, i,, turbulent scales appears significantly broader for the Euler
and mean width of a structure in the domain, 6,, which we calculation. Figure a shows My for this case and indicates
can estimate from that viscosity and diffusion do not have a strong influence

=61- anA (20) on the average mixing during the convective regime. How-
Mx = S'-tt and M1y = 6" ever, we see that the NS+ calculation reaches its final value

much faster than the inviscid calculation.
which assumes that VYv,- 1/.. Figure 4 compares these Figure 6b shows My for a calculation with the same
quantities as computed from the results of the Figure 3. The number of cells, 200 x 100, but for Ax half the size. The
quantity 6, does not change much during the convective- NS+ calculation shows no clear transition from the laminar
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t/to ~It/to ~4 t/to - 8

Figure 5: Instantaneous contours of Yii2

to the turbulent scale at t/to - 2, nor does it show the

overshoot in values that we have been seeing at t/to - 5 at
the transition from convective to diffusive mixing. This can
be explained on the basis of the difference in tile Reynolds
numbers of these NS+ computations. For the larger system
with L = 1 cm,. .e can estimate Re = 1.8 x 10' (Table 1), A
and for L = 0.5 cm, Re = 0.9 x 10'. This difference in the
mixing process can be interpreted as a Reynolds number
transition, as explained by Koochesfahani and Dimotakis
[1986).

; i .a: Llcm L=0.5cm

B

0. t/to 16. 0 t/to 16.
Figure 6: Comparison Euler (1) and NS+ (2)

Figure 7 shows the instantaneous scalar energy dissipa- Figure 7:. Instantaneous Scalar Dissipation

tion V '11, V Y 2 duing tile diffusive-nixing stage. There is ( A: Euler , B: NS+

a notable difference here in the number and width of inter-
faces in the domain, indicating the inadequacy of the Eu-
ler solution This kind of diagnostic has been computed ing, as shown for 0 9 and especially notable for 1.2 This
from scalar measurements in incompressible jets by Dahm trend is a well known effect of compressibility These re-
et al. [1989], whose results for liquid mixing show qualitative sults are consistent with those obtained by Lele [1989] and
agreement with the computations for the general shape of Sandham and Reynolds [1989] who observed the trend for
the structures, mixing between the gases, whereas here we are seeing it for

gases with different molecular weights. Figure 9 shows the
Effect of Convective Mach Number

We have considered four convective Mach numbers for 2

which summaries of the evolution of the global parameters 1 34:
as a function of dimensionless time, t/it, are shown in Fig- 43
ure 8. Here to = H/AV = HIMc(al + a2), so that tile 3 - I
dimensionless time is a function of M,. For the two lowest /
values of M. 0.3 and 0.6. the mixing efficiencies are very
close. As M, increases, there is a delay in the onset of the

convective-mixing regime, as shown in My and Mvy. This 6 ._ _

can be understood by noting that an increase in Mc changes 0. t/to 40. 0. t/to 40.

the amplification rates of the first excited modes. A further Figure 8: Effect of Convective Mach Number
increase in M, results in a decrease in the efficiency of mi.:- ( Mc = 0.3 (1), 0.6 (2), 0.9 (3), 1.2 (4)
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instantaneous pressure and YH2(l - YH,) for the computa- There are several important as yet unstudied aspects of

tion with M, = 1.2. The vortex layer is thin and shocks are the types of flows that are described above. One is the ef-

evident. At high values of M,, the structure not only shows fects of chemical reactions and heit release on the flow field.

the main mode, but also the growth of high-frequency sec- In particular, we plan to study how the relative sizes of the

ondary modes, as seen previously by Ragab and Wu [1990]. chemica! time and the mixing times can affect combustion
efficiency. Another important aspect of the flows described
is the effect of three dimensionality. We are currently inves-
tigating both of these problems.
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ABSTRACT ity needs to be fully taken into account because of close

Supersonic mixing layers develop instabilities when they intervctions between dynamics, thermodynamics and chem-
are confined between rigid pressure reflecting boundaries. A istry. Owing to compressibility, new features can develop -,
diiect numerical simulation is performed for two as well as (i) density p variations induced by heat which s reaieased
three- dimensional spatial calculations of non stationary re- by chemical reactions; because of space scattering and time
active gas flows. Cellular detonation is used as a test case fluctuations of these heat sources, characteristic length scales
and simulations are calculated for flows between rigid flat associated to these p variations extend on a wide range. (ii)
plates Chemical reactions are also considered in order to waves which can propagate at finite values c, with shocks de-

possibly deal with turbulent combustion in high speed air- veloping at the edge from supercritical to subcritical regimes.
craft scramjet engines The regime, either supersonic (supercritical) or sub-

sonic (subcritical) depends on Mach numbers, M, = -
and M 2 = A Both velocity u,(,t) in the stream i andC2"

INTRODUCTION sound speed c, evolve with time and space ; heat realeased
from chemical reactions can induce significant variations of

Efficiency of future high speed aircraft engines will stron- c,(i, t). When the layer develops in a boundless medium (fig-
gly depend on mixing properties of supersonic reacting flows ure 1 a) no reference spatial coordinate systems is prescribed
The mixing layer is used as a relevant prototype of turbulent and the M, are not relevant for layer stability analysis. A
flow featuring basic mixing between fuel and oxydant, for more significant criterion is based on the relative velocity
instance in scramjet combustion chambers (figuie 1). From u1 - u2 , the convective Mach number MC = 2 From

the mean shear, large coherent eddy structures develop. The instability theories and numerical simulations the Kelvin
most unstable modes tend to create quasi bi dimensional Hemoltz instability is observed to be damped for Mc > 0.6,
Kelvin-Helmoltz eddies (in (x, y) plane of figure 1). Due to inhibiting layer thickening, Greenough, Riley, Soestrino, &
vorticity stretching, turbulence evolves towards full three di- Eberhardt, (1989), Soestrino, Greenough, Eberhardt & Ri-
mensionality through more or less intricate mtpatial patterns ley, (1989), Tam & Hu (1989). Flows under current interest
as it apppears from numerous and extensive experimental are transonic as far as M, is concerned even with supersonic
and numerical studies of incompressible mixing, see for in- streams M, > 1. Nevertheless, computation depends on M,
stance Comte, Lesieur & Lamballais (1991), Comte, Lesieur, values, at least when calculating spatial evolutions, through
Laroche & Normand (1989). Because of eddy merging the boundary conditions: subsonic flow depends on both up-
layer thickens with dramatic effects on scalar transport and stream and downstream conditions, which can make the sim-
diffusion. ulation more difficult to handle.

When the two streams which feed the shear layer are In most of real problems, from models of scramjets to
made of different species 0 and F which react one with the laboratory experiments, flow regions are bounded by rigid
other according to voO + vpF -- vpP, chemistry closely boundaries which induce (i) reflexion of waves in a process
interacts with flow dynamics; v, are stochoiometric coeffi- which is not local in space, since waves can travel along sig-
cients. Some of the ba3ic mechanisms can be conveniently nificantly long distances , (ii) zero velocity along the plate
studied by assuming a constant p density and simple isother- and therefore the development of a boundary layer, in the
mal reaction rates, Chollet (1990), Chollet, Gathmann & close neighbourhood of the boundary. The evolution of the
Vallcorba (1990). Three dimensionalisation is observed to relative thickness 66/h of the boundary layer with x is a dom-
strongly change global reaction efficiency : high reaction inant feature. 66(x) growth is not necessarily monotonous
rates concentrate in rather narrow regions along isosurfaces because of the pressure field p(:F, t) which evolves with time
4I, = 0 as the reaction gets faster (with larger values of and space, partly because of waves pattern. Therefore layer
Damkhfler number Da), ib is a conserved scalar. Such detachements can occur; if 6b evolutions are smooth enough,
constant-p approximations are also valuable for practical local decrease of Sb yields inversions of layer curvature.
cases related to comparisons with experiments, atmospheric Full simulation of turbulent flows between rigid plates
pollution and reactions in liquid flows, Chollet & Vallcorba would need a very fine space grid in the neighbourhood of the
(1991). boundaries in order to describe sharp gradients for both ve-

In order to model turbulent combustion, compressibil- locity and thermal fields. Moreover 2D approximations can-
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not trace hairpin structures or bursting events which could
be dominant features for heat exchange and scalar transport,
at least in large Reynolds number flows. Because such full
simulationss including the boundary layer are beyond com- f $ )
puter capabilities, several levels of modelling are considered 0
here: (i) 2D simulations with detailed calculations of the
boundary layer, that is with no-slip condition on 6f field, (ii) 0-

2D and 3D simulations of flows with free-slip (for 6) pres- -(
sure reflecting boundaries. The latter case seems to be a
rather drastic assumption, since it fails to model strong gra-
dients regions. Nevertheless, by reflecting pressure the effect
of walls can be made sensitive even in flow region far from
boundaries. b)

Waves interact with mixing regions which are known ' / / H / . i//,

to evolve with time through various turbulence interactions - . .

including merging of eddy structures. Also calculations must
be simulations resolving explicitely the non stationarity of - .

phenomena.

In turbulent combustion, dynamics interact with ther- . \ /
modynamics and chemistry; nevertheless characteristic scales 7/ / / / / / /
of phenomena differ. Chemistry operates at very small scales
C,, the order of molecule size, which is much smaller than

any scale explicitely taken into consideration by fluid dy-
namicists. Thermodynamics of gas has characteristic length Figure 1: High speed mixing layer with reactive species:
scales £T the order of mean free path of molecules. C, £r- a) in an infinite medium, versus b) between rigid reflecting
are much smaller than Kolmogorov scales 'i; then for fluid boundaries

dynamicists, chemistry and thermodynamics can be viewed
as local in space and then modeled by algebric equations.

for thermodynamics, the i6eal gas cquation:
with total energy -E = (u2+v2+w2)+& evolves according

p(9,t) = RT(it) (1) to

X! ,t) M(i , 0

where p and T are pressure and temperature respectively; p aU +F(U) +G(U) +H( U) =
and M are the density and the molar weight of the gazeous ex D+ (5)
mixture. R is the universal gas constant.

the chemical reaction rate is computed according to Ar-
rhenius law,:,

F(U) = (pu, pu+ p, pu 5, puruz,
B Ep ) P(vo+p .) X(6)

tb = BT exp( RT M O MAf Y0 YF (2) (pE+p)u., pYu., pY,+u,, .. 6)

B, a and the activation energy EA are specific to the chem- and similar expressions for G and H; as soon as chemical re-

istry under consideration. Fluid composition is handled through actions which can build up strong VT or VY, are considered,
mass fractions Y, of species i. Characteristic properties of D diffusive terms need to bo accurately taken int consider-
the gazeous mixture evolve in time and space; any f, for ation. S are computed from (2). Formulation is detailed by
instance c,,, cp, ..., is calculated as Gathmann (1991).

11
f(i, t) = Zf,Y,( t) (3) Computation domain, initial and boundary conditions

Flows under consideration here must be simulated with
spatial evolutions along streamwise z direction because : (i)
the inaccuracies induced by temporal approximations are en-

SIMULATION OF REACTING GAS FLOWS hanced by chemistry, (ii) the evolution of the relative thick-
Equations ness 6(z)/h needs to be computed accurately, (iii) realisticupstream- downstream boundaries can be specified.

Together with equations (1) and (2), usual gas dynamics Periodic streamwise boundary conditions which are used
equations are written for continuity, momentum and enery, in the so called temporal approximation can be partly mis-
under a conservative form. The vector U of u-iknown func- leading even if they allow to use unstability theories to pre-
tions : diet layer growth, Soestrino et a) (1989). In such conditions,

layer thickening is misrepresented, leading to a poor predic-

U(:,t) = (p, pu, puy, puz, pE, p, pY+i,...) (4) tion of entraimnent rates, which induces errors in scalar Y,

23-5-2



transport estimations and then in the calculation of global fned out in order to keep the front inside the computation
reaction rates. This effect seems to be emphasized by reac- domain. The detonation is initiated by a strong pressure gra-
tions which develop in braid regions generating high rates tb dient, just like in the classical shock tube problem. In order
values at the border of the layer, contrary to the low values to get realistic phenomena, chemistry is splitted into: step 1
of vorticity or product concentration Yp. Because of bound- initiatiG., with high activation temperature TA, step 2 strong
aries in y direction, accurate prediction of spatial evolution heat release. On figure 2, a wave pattern is observed to re-
of 6()/h is needed. For free slip conditions wave evolving flect on the walls, generating cellular instabilities with strong
patterns strongly depend on 6(x)/h. With no-slip condi- pressure spikes emerging from an ever moving front. From a
tions, the evolution is even more space dependent with the turbulent view-point, this case is of particular interest, since
evolutions of 6(x)/h and bb(X)/h. Spatial calculations can behind the detonation, p discontinuity develops along slip-
be run with various boundary conditions and then get closer strewms Williams (1988), creating shear and then producing
to industrial configurations. Of course, such spatial calcula- eddy structures at distinctive scales as observed on figure
tions require many computational nodes and consume large 3. Typical distribution of density is shown in figure 4 with
computer memory and CPU time. discontinuities along the detonation front and slipstreams.

As compared to similar studies Sch~ffel & Ebert (1989), our
Numerical schemes treatment of the L, operator brings greater accuracy and the

capability of studying turbulence in the shear regions behind
The numerical method was developed in order to be the detonation front. Of course, such snapshots hardly sug-

accurate for : (i) advection and wave propagating terms, (,i) gest the strong unsteady characters of both detonation front
diffusion terms (i mu) strong gradients handling. Moreover, and velocity shear, which are correctly represented by the
the numerical diffusion must be weak enough in order to simulation
let instabilities and then turbulence develop. The numerical
scheme is splitted into basic operators so that solutions at Mixing layer between rigid boundaries
time n + 2 are computed from solutions at time n through,.

U
( 

-
+ )  

(5) ing 2D simulations have been performed for supersonic mix-

inglayers with varying boundary conditions and sound speed
£ stands for the hyperbolic operator which is, itself, split- c, at flow inlet. The inflow velocity profile is based upon a
ted into £ = LZLYL, (£- = LZL.L.) with basic operators mean tanhy profile with a white noise added in the shear
L, for each spatial direction i. L, is built with a Riemann region. The downstream condition is designed to act as free
solver, a PPM (parabolic piecewise method) interpolation outflow.

Collela & Woodward (1984), a p discontinuity detection
and treatment. 'P deals with both diffusive terms (molecular
viscosity v and species diffusivities D,) and chemical sources
and is discretized through a finite volume formulation, time
stepping is either explicit or semi-implicit depending on the
values of characteristic chemical times. In order to save com-
puting effort, the time step At(t) is varied during the flow
e~olution and chosen as the highest value allowed by char-
acteristic times built on advection, wave propagation, chem-
istry. These times evolve with (Y, t), for instance both wave
spccd c(Z, t) and cherristry depend on temperature T(i,t) .
evolutions. Details about the simulation code are given by
Gathmann (1991)

DIRECT NUMERICAL SIMULATIONS

Detonation as a test case for the numerical simulation

The numerical code has been used for various flow con-
figurations with or without chemical reactions, in subsonic
or supersonic regimes. The 2D simulation of a cellular deto-
nation, as in Sch6ffel & Ebert (1989) in a premixed flow is a Figure 2: Pressure peaks evolving in a dctonation which
test case of special interest because of (i) a two step reaction, occurs between two rigid plane boundaries, from a two di-
(ii) strong thermal effect, (iii) strong pressure gradient, (iv) mensional numerical simulation with a two step chemical
pressure reflexion on lateral boundaries. in.

Lateral boundary conditions are still free slip and reflec-
tive for pressure. Upstream fluid is made of premixed species
(fresh gas) with a uniform velocity profile. Downstream fluid
is made of burnt gas escaping freely from the computation
domain. Recurring translations along x direction are car-
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Figure 3: Vorticity w(i, t,) field behind the detonation
front from a two dimensional simulation. Dens

0 32 64 96 128 160 192 221 259
t2

- V c r C k -L , t j

o 32 64 6 128 ISO 142 221 255- o In x h

96 1 ZZ 09 V 9C i Z 0 Figure 5: Supersonic mixing layer between rigid plane bound-
aries cl = 1/6, c2 = 1/6 and convective Mach number
Mc = 3; two dir.ensional direct simulation. Density p andFigure 4: Density p(., t) field behind the detonation front vorticity w at times tj and t2.

from a two dimensional simulation.

Cens.t y

Results of computations with canvective Mach number '1 "

much greater than the citical value considered in free mix- . n 6 19 2i 2

ing layer (nm 0.6) are given in figures 5 and 6 for a f'ee slip, X
pressure reflecting wall boundary. In figure 5, sound speed c, t crtLVLc
has the same value on both sides which exl)lains the global
symmetry of fields These fields evolve continuously with ," _
time and these pictures correspond to times tj - 600 - and --_-__ _ _ _ _

t2 = 8006'. Waves with reflexions on the upper and lower 0 32 c6 9 12 1;0 192 221 56

plates develop relatively regular patterns on the density field, Cens v t
rather symmetrically when ci = c2 (figure 5). For cl 9 C2

(figure 6), wave patterns are observed to develop almost ex- g;
elusively in the higher c, stream. Vorticity fields exhibit
evidence of developing instabilities, especially in figure 6, en- 0 32 64 6 12 160 192 221 2-S

hancing all mixing processes. An extensive comparison with t 2 X

Papamoschou (1989) experiments and simulations with no VortLtj

slip conditions along the walls is given in Gathmann(1991) , _ __..... . __
and Gathamnn & Chollet (1991). Convective speed of eddy -_ _-___ _"_ _

structures is observed to be close to the higher speed in any o 32 94 96 2i 1;2 221 256

configuration, including both supersonic streams (as in figure
6). The assyractryc development of the mixing layer appears
to be enhanced by the boundary layer growth which is more Figure 6: Supersonic mixing layer between rigid plane bound-
significant in the high speed side than in the low speed side. aries ci = 1/3, C2 = 1/6 and convective Mach number

M, = 2; two dimenXjonal direct simulation. Density p andvorticity 0 at times t1 and t2.
Three dimensional simulations of mixing layers

2D assumptions are restrictive as :. (i) impairing vortic-
ity stretching (source~ terii for 0 is zero), (ii) limiting wave

propagation to z - y plane then forbidding oblique modes
which are likely to develop in the mixing layer configuration.
The numerical code in 2D configurations can be used,
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unchanged, in full three dimensional calculations. Prelim-
inary results are given in figure 7 with a space resolution Pressure, Coupe z-0
128 x 32 x 32. Same upstream conditions are given as in
the 2D calculations, a tanh mean velocity profile with white ,.
noise superimposed, free outflow is specified at the down-
stream boundary. Periodicity is assumed in the spanwi:e S

direction, the walls prescribe free-slip but presure reflective
conditions. Differences between the two cross sections of fig-
ure 7 suggest three dimensional effects. Just like in previous --- S, ' r , /u e --

results, wave patterns seem to develop, thanks to the walls;
oblique modes could possibly develop 3

25 2a O . S

CONCLUSIONS Figure 7: Three dimensional simulation of mixing layer be-
tween rigid planes, two cross sections of pressure field p(, t,)
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ABSTRACT "w time-averaged local wall-shear stress, Pa
A model is presented for a quantitative prediction of the transfer p(O) age distribution, s

- i

processes in a turbulent pipe flow. In this so-called Extended Dimenslonless numbers
Random Surface Renewal (ERSR) model the tube wall is assumed Fa Fanning number (Fa - kdly), I
to be covered by a mosaic of fluid elements of random age and F0 Fourier number (Fo - kt/d

2
), I

laminar flow with unsteady profiles of velocity, temperature, or Nu Nusselt number (du - d/) ), I
concentration. The distribution and the mean value of the ages of Pr Prandtl number (Pr - /)a), I
the fluid elements at the tube wall, calculated from f and Re R rends number (r- p/), 1
with the ERSR model agree quantitatively with the experimental Re Schmid number (Re - r i),

results obtained from velocity signals nreasured with a LDA in Sh Schmdt number (So - /D), I

turbulent pipe flow at 5103 < Re ( 4310
3.  Sh Sherwood number ($h - kdD), I

The equations derived for the time-averaged axial velocity profile 1. INTRODUCTION
in the wall region, and those for calculating heat and mass Accurate prediction of the exchange of momentum, heat, and
transfer coefficients, agree with correlations presented inlite atu e. he nal gy etw en t e t ans er roc sse is m ass be tween a turbulent fluid flow and an interface is oftenlterature. The analogy between the transfer processes is required for equipment design in industry.
elucidated by introducing a momentum-transfer coefficient,.eurdfreupen eini nutyIn turbulent bounded shear flows the major part of the resistance

NOMENCLATURE to the exchange of heat or mass between the bulk of the fluid
" thermal diffusivity (a-;),/pep), m

2 
s
"
1 and the interface is often confined to the so-called 'viscousa averaging time In Eq.(5 ), s sublayer'. The classical theories consider the sublayer motion as a

C Constant defined In Eq.(29), I steady mean flow upon which small turbulent fluctuations are
d tube diameter, in imposed. However, hydrodynamic studies of many investigators
D dirusvity, m S

- 1  
such as Kline et al. (1967), and Corino and Brodkey (1969)

f Fanning friction factor, I indicate the existence of motions of well-ordered fluid elements,
f Fnsann fr ca f t e tsuggesting that the wall region in a turbulent fluid flow consists
J(6) instantaneous local flux at the tube wall of a mosaic of laminar flowing fluid elements which are renewed
_J(0) local flux averaged over a time 0radm.

J time-averaged local flux randomly.

k mass-transfer coefficient, m s In 1935 Higbie pointed out that industrial contactors often
km momentum-transfer coefficient, in s

-  operate with repeated brief contacts between phases in which the

fixed value of k In Eq. (54), I contact times are to short for the steady state to be achieved.

o  characteristic burst frequency, 1z Higbie advanced a theory that in e.g. a packed tower used for
N' number of time Intervals measured beween gas absorbtion, the liquid flows across each packing piece in(N n b of tia n t d ewn + 40), Ilaminar flow and Is remixed at the positions of discontinuity
No  total number of time Intervals measured, I between the packing elements. At such a position a fresh liquid
q,(t) Inst. local heat inux at the tube Wall, W M2 surface is formed which, as It moves along the packing element,
qw time-averaged local heat flux, W m

-2  
absorbs gas at a decreasing rate until it is mixed at the next

tw time, s discontinuity. If the flow of the liquid near the gas-liquid
t mee, s interface is assumed to be plug flow, the mass transfer can be

Tt characteristic or mean age, calculated as a semi-infinite diffusion of mass into a stagnant

U instantaneous local axial velocity, m s
-
1 liquid during its residence time on a packing element. In this

time-averaged local axial velocity, in s-1 case Higbie assumed that all liquid elements have equal contact
ub  fluid velocity in the bulk, m s times or equal ages.

In turbulent flowing liquids Danckwerts (1951) introduced the
u placeatio velocity , m a

- 
' random surface-renewal concept to describe the mechanism of

u friction velocity (u - /(Fw/p)), m 1 gas absorption, where mass transfer occurs from the gas-liquid
y + distance from the tube wall, i interface to the bulk of the liquid. The basis of this random
y dimensionless distance from the wall surface-renewal concept Is that liquid elements at the gas-liquid

(y, - yu*/v), I interface are exchanged randomly in time with elements from the
z dimensionless variable (z - y/1(21(vt)I), I bulk of the turbulent liquid. For the relatively short ages of these

Greek Symbols liquid elements at the gas-liquid Interface, the elements are
ca heat transfer coefficient, W m- 2 

I -1 assumed to be stagnant or plug flowing, and the transfer of
I' gamma function (r(4/3) , 0.893), 1 mass is calculated using the penetration theory.
Ac concentration difference, e.g. Mol m

- 3  
The surface-renewal concept has been applied to turbulent shear

AT tvinpuluture difference,, K flows by other authors, such as Hanratty (1956), Einstein and Li
A(pu) momentum difference per unit of volume,kg M

-2 
s
- 1  (1956), Pinczewski and Sideman (1974), Thomas (1980), and

Ao small part of the time interval 0, a Loughlin et al. (1985). A survey of surface renewal models was
0 age or time interval between successive bursts, s published by Sideman and Plnczewskl (1975).
I mean age or mean value of 0, s la turbulent pipe flow each fluid element at the tube wall is
0 pxP measured value of 0, s shear bounded, which results in a laminar flow In the fluid
0 dimensionless mean age (0+ - u* (Oexp/v)), 1 elements with a time-dependent velocity gradient at the interface.
X thermal conductivity, W m | 

K
-
1 If this velocity gradient is not taken Into account and the fluid

v kinematic viscosity (p - s/p), in, s
-
1 elements are assumed to be stagnant, or plug flowing, the

7w(t) Instantaneous shear stress locally exerted on surface-renewal theory applied to turbulent pipe flow, predicts
the wall by a laminar flowing fluid element,, Pa that Sh or Nu is proportional to the square root of Sc or Pr.

24-1-1

- I=w m w i l =w i n l • m m • •u. n n m •i



Howevei, it s nd experimentally that Sh or Nu is 0t
proportional to the 1/3 power of Sc or Pr for values of Sc > I - Je Oa-'/o d(0/9 o) - to  (2)
or Pr > 1. Therefore, a suitable model for the e'escription of the 0
transfer processes in turbulent pipe flow for values of Sc > I or
Pr > I, can only be obtained if at least both a random age and The reciprocal value of the mean age to is defined as the
a laminar flow with a time-dependent velocity gradient are characteristic burst frequency n.
ascribed to the fluid elements at the tube wall.
Fortuin and Klijn (1982) were the first who developed a RSR 2.3 Mean flut at random surface rewal
model foi turbulent pipe flow to describe momentum transfer If J(t) represents an instantaneous local momentum, heat, or
from fluid elements of random age and laminar flow with a mass flux in a fluid element at the interface of a turbulent
time-dependent velocity gradient to the tube wall. This approach flowing fluid, the value averaged during its residence time at the
resulted in a relationship between ti.e mean age to of the fluid interface follows from:,
elements at the tube wall, the friction factor f, and the Reynolds
number Re. The random distribution of the ages of the fluid e
elements at the tube wall has already been derived from velocity :(e) - (1/0)f J(t)dc (3)
signals measured with a laser-Doppler anemometer (LDA) by Van 0
Maanen and Fortuin (1982, 1983). A quantitative agreement
between measured and calculated values of to has been obtained If the fluid elements at that position at the tube wall are
by Musschenga et a;. (1990). renewed randomly in time, the local flux, averaged over all
In the present study the RSR model of Fortuin and Klijn Is possible ages of the fluid e!ements (0 < 0 < m), follows from:
extcnded to describe heat and mass transfer in turbulent pipe
flow. The resulting 'Extended Random Surface Renewal' (ERSR)
model is described in the present paper, and will be used:, 0 [ {1/0)f J(t)d, 1 .-0/'o
- to derive the relationship between f, Re, and to; this -

relationship is verified experimentally using a LDA; - t (4)

- to calculate the mean axial velocity profile in the wall region; 0 e /to d(O/t0)
- to derive equations for a quantitative prediction of heat and 0
mass transfer coefficients;
- to elucidate the analogy between momentum, h-at, and mass Rearrangement of Eq. (4) results in:,
transfer in turbulent pipe flow.

0- 0
2 THE ERSR MODEL '
Modelling of transfer phenomena in turbulent pipe flow should J (IIt0)j j JJ(t)dt } d(e "

'
/ t°

) (5)

preferably be based on the observed behaviour of the fluid in the -
wall region. Hydrodynamic studies have shown that a fluid in
turbulent motion may be considered as a mass of fluid elements Partial integration of Eq. (5) leads to:
of indefinite shape and size, which continually change their
conformation and position. The fluid elements intermittently move
from the bulk of the turbulent fluid towards the interface where J - (1/,t)[ e

-0
/t

° 
J(O)dO (6)

they replace other fluid elements. The phenomenon of the inrush 0
and ejection of a fluid element is called a 'burst'. The fluid
elements are assumed to maintain their identity during The result of this integral is not changed if 0 is replaced by t,
residence time at the tube wall while momentum and heat or so that:
mass are exchanged simultaneously between the fluid elements
and the interface. The time interval between two successive
bursts, which is much greater than the short time required for - (1/t)f J(t) e

-t
/t dt (7)

the renewal process, is considered as the age of a fluid clement 0
at the tube wall.
For the mathematical formulation of the transfer mechanisms it is 3. MOMENTUM TRANSFER
unimportant whether the renewal of the fluid elements at the It may be assumed that at a constant Reynolds number in a fully
interface is caused by the inrushing high-mominum fluid developed turbulent fluid flow through a straight, smooth tube,
elements or, as suggested by Einstein and Li (1956), by the the time-averaged local shear stress Tw at an arbitrary fixed
spontaneous breakdown of the viscous sublayer due to instabilities, position at the tube wall is equal to that at each other position
In the ERSR model it is assumed that during turbulent pipe flow at the wall. In the ERSR model the momentui. transfer to the
the exchange of mom-ntum, heat, and mass between the tube tube wall is approximated by that in a turbulent fluid flow along
wall and the bulk of :!-- fluid is governed by the velocity profiles a flat wall. This approximation is only valid if the curvature of
in the fluid elce%;,ts, and the age (distribution) of the fluid the tube wall is negligible, which approximately holds for
elements at the interface. turbulent pipe flow if Re > 104 (Fortuin and Klijn, 1982).

Upon its arrival at the wall, an inrushing fluid element gradually
2.1 V1clocilty profiles in fluid elements looses momentum as a result of viscous interaction with the wall.
In the fluid elements at the tube wall plug flow may be assumed In this fluid element, which originally travelled with a uniform
in e.g. the description of heat transfer, if the penetration depth bulk velocity, a velocity profile starts to develop. The
of heat is larger than the penetration depth of momentum development of this velocity profile, and the unsteady transfer
(Pr < 1). However, if the penetration depth of heat is small rate of momentum to the wall, can be described by the following
compared with the penetration depth of momentum (Pr > 1), reduced equation of motion:
laminar flow has to be assumed with a velocity gradient at the
interface, au/ag - p a 2

U/ay
2  

(8)

2.2 Renewal of fluid elements This equation, for a fluid with constant density and viscosity, can
If it is assumed that the chance of renewal of each fluid element be solved using the following initial and boundary conditions:
at a fixed positior, at the tube wall is the same, irrespective of
its age or position at the tube wall, it can be shown I.C. t - 0; y 0; u - ub,
(Danckwerts, 1951; Fortuin and Klijn, 1982) that the chance B.C. t > 0; y- 0; u - 0, (9)

p(o)d0 to find a fluid element with an age between 0 and B.C. i > 0; y co; u- ub.
e + dB can be obtained from:

The solution to Eq. (8) under the conditions of Eq. (9) is:
O(O)d0 - (1/t )e~OeO d0 (1)

In Eq. (1) to represents a characteristic value of the age of the u/ub - er2.,), where z - 3(10)

fluid elements at the tube wall; this value is dependent on the
flow conditions. The mean age of the fluid elements at the Using Eq. (10) the instantaneous shear stress rw(t) locally exerted
interface follows from:. on the wall by a fluid element is obtained from:,
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au -UPub -)i
/ 2 1 momentum and heat are exchanged by diffusion between the

7w(t)- 'l s y-0 interface and the fluid element. After a certain residence time 0
y the fluid element is replaced suddenly by a new fluid element

The time-averaged local wall-shear stress 7w for randomly from the turbulent core, and again momentum and heat are

renewed fluid elements at the tube wall can be derived from Eqs exchanged by diffusion between the new fluid element and the

(7) and (11) by substituting 7w(t) for J(8): interface. The heat accumulated in a single fluid element is thus
conveyed to the vrbulent core during this surface renewal

w vPub(t)o)'
1/
2 

(12) process.

yt <u> if Re > 10. Combining 5.1 Heat transfer into fluid elements with laminar flow (Pr>l)
it may be assumed that ub The heat flux from the tube wall into a laminar flowing fluid

Eq. (12) with the definition of the Fanning friction factor: element encounters an approximately linear velocity profile if the

penetration depth of heat is small with regard to that of

.f- .T'w/(jp<u>
2
) (13) momentum (Pr > 1). Upon its arrival at the wall, the fluid

element gradually decelerates and the velocity of the laminar flow
results in the following equation:. near the interface becomes smaller. The velocity profile in this

fluid element can be obtained from Eq. (10). For small values of

f- I ] - 2Fo
-

/5 Re" (14) z the relative velocity may be approximated by:

Equation (14), first introduced by Fortum and Klijn (1982), gives u/ub ( 7[.z1-5 (21)

the relationship between f, Re. and to. Rewriting Eq. (14), and
using t o = I/n o result in: After its arrival at the wall the velocity profile in the fluid

element is assumed to be independent of the longitudinal
-o. (l/no) . ( f.Re)-Z d t (15) coordinate x. As a consequence the velocity in the fluid element

is only a function of the distance y to the wall and the time t.
In the present paper Eq. (15) will be verified by results obtained In this case the heat transfer can be described as a semi-infinite
from velocity signals measured with a LDA diffusion of heat from the interface into a laminar flowing fluid

element with a velocity gradient (8ulay) =, which is only time
4. THE VELOCITY PROFILE IN THE WALL REGION dependent and does not change in the c.rection of x. However,

The time-averaged local axial velocity is obtained in a similar te pe t dient (Ta y)e cn the low
wayasit asbee dneforth tie-verge wit-her sres. the temperature gradient (olay)y=o changes in the flow

way as it has been done for the time-averaged wall-shear stress, direction. Assuming a quasi-steady state, this heat transfer
As a consequence the following equation holds: problem Is approximately governed by the folk ring differential

equation:

i - (1/to)J e
/t ° 

u(t)dt (16) u aT/x - a a2T/ay
2  (22)

0

into Eq. (16), and provided that heat conduction of the fluid in the flow direction is

Substitution of Eq. (10) and z 0  y(4vt)- ino small compared with the forced convective transport in this

taking into account that i is a function of y only, it can be direction, so that liquid metals are excluded. Further it is
obtained that. assumed that:,

i(y)/ub - - 2f (Z
2 

+ Z0
2
/Z

2 ) dz (17) aT/ax - (aT/at)/(ax/at) -(1/ub) aT/a1t (23)
0

Combination of Eqs (22) and (23) results in:

After substitution of the solution to the definite integral in
Eq. (17) and using Eq. (14), the following velocity profile for (U/ub) aT/at - a a2T/ay

2  (24)

the wall region in turbulent pipe flow is obtained: The initial and boundary conditions are:.

U(y)/u b -I - e exo) 1 pi.- Re) (18) I.. t - 0; y 0; T - Tb,

B.C. t > 0; y - 0; T - Tw, (25)

This cquation can be rewriten in the common.y used u+ versus B.C. t > 0; y - w; T - Tb.
y+ notation, resulting in'

After substitution of Eq. (21) and P/a = Pr into Eq. (24), it can

St( be shown that the solution to Eq. (24) under the conditions of
u- I

2  / (f/2) (19) Eq. (25) is:

From Eq. (19) it can be obtained that according to the ERSR l "

model the velocity profile in the wall region is slightly dependent (Tw - T)/(Tw - Tb) - (4/) e
"  d (26)

on the Reynolds number. Close to the wall, however, !he 0

calculated protiles quantitatively agree with correlations for the where:,
semi-empirical 'universal velocity profile'. It may be noted that

for the calculation of velocity profiles with Eq. (19) only the
value of the friction factor is needed. A correlation giving 4 'r 1(27)
sufficiently accurate values for f for Newtonian fluid flow through . •27t)
straight, smooth tubes is (Eck, 1973):

The instantaneous local heat flux qw(t) from the interface into a

f - 0.07725 1 log(Re/7) ]-2 (2100 ; Re 108) (20) laminar flowing fluid element is:

aT" -XT.b(v) 1/ 2  
1r
/ 3 (28)

5. HEAT TRANSFER qw(t) " 
"h ( T (y-o

It may be assumed that at a constant Reynolds number in a fully
developed turbulent fluid flow through a straight, smooth tube, where:
the time-averaged local heat flux i,"w at an arbitrary fixed
position at the tube wall :% equal to that at each other position (/6)' /3

at the wall if the temperature difference between the tube wall C - - 0.9026 (29)

and the fluid in the turbulent core has the same value. r(4/s)

In the following it will be assumed that the tube wall has locally
a constant temperature Tw , and that the bulk of the fluid has The time-averaged local heat flux w, averaged over all possible

locally a constant temperature Tb, where Tw > Tb. When a ages of the fluid elements at the tube wall (0 < 0 < co), can be

fluid element with a uniform velocity ub and a temperature Tb obtained from Eqs (7) and (28):
comes from the turbulent core and arrives at the wall, both
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relationship between the friction factor and the Reynolds number.
qw - CX(Tw - Tb)('I)

- / 2 
Pr 1

/
3 (30) The heat and mass fluxes to or from the interface however, are

described by using transfer coefficients. This difference in
Defining w o(Tw - Tb) and the dimensionless heat-transfer approach is traditional in engineering practice, and probab'y due
coefficient or Nusselt number, Nu = ad/),, Eq. (30) can be to the fact that originally transport phenomena in turbulent flows
rearranged to: were studied by engineers of diffcrent disciplines.

Colburn (1933), and Chilton and Colburn (1934) introduced

Nu - Cd(to
)
-1/2 Pr

1/ 3  (31) correlations based on the analogy between momentum, heat, and
mass transfer in turbulent pipe flow. They proposed an empirical

Combining Eqs (14) and (31) results in the following equation for analogy for Re > 104 in long smooth pipes, which can be

the Nusselt number: represented by:

Nu - C(f/2)Re Pr 
/
3 (Pr > 1) (32) lb - Nu(RePri3) - f/2 (43)

where lh is the 'l-f actor' for heat transfer, and

Using the following correlation given by McAdams (1954) for

turbulent pipe flow: Jd - Sh/(Re SC1/3) - f/2 (44)

f - 0.046 Re-
" '  (104 t; Re 4 2105) (33) where 'd is the 'i-factor' for mass transfer. In the next section

the vat. S of /h md id calculated with the ERSR model wili be

we obtain from Eqs (29), (32), and (33):, given. Further, .. will be shown that the analogy between the
transfer processes in turbulent pipe flow can be elucidated by

Re
0
. 0 Pr, /3 introducing a momentum-transfer coefficient km.,Mu - 0.021 Re ' °

P
t a  (Pr > 1) (34)

7.2 The analogy according to the ERSR model
Eq. (34) is approximately equal to the following well-known A momentum-transfer coefficient for turbulent pipe flow can be
correlation presented by Colburn (1933): defined by:

Nu - 0.023 Rea
' 
.0 Pr"

/ 3  
(Pr > 1) (35) Fw - km(Pub - PUw) (45)

5.2 Heat transfer into fluid elements with plug flow (Pr < 1) where (pub - puw) is the axial momentum difference per unit of

The heat flux from the tube wall into a fluid element encounters volume between the bulk of the fluid and the fluid at the pipe

approximately a fluid flowing wih the bulk velocity if the wall. As uw is zero it may be stated that.

penetration depth of heat is large compared with the penetration
depth of momentum (Pr < 1). The heat transfer may then be 

Tw - kin(Pub) (46)

approxima,'d by an unsteady diffusion of heat into a plug flow.
This heat ransfer problem is approximately governed by Eq. (24) Combining Eqs (12) and (46) gives:

in which a = ub , resulting in: k, v//(Vto) (47)

aT/at - a a2T/8y2  (36)
Introducing a dimensionless momentum-tra,|sfer number, called

The solution to Eq (36) under the conditions of Eq. (25) is: the Fanning number Fa = kindly, Eq. (47) results in:.

(Tw - T)/(Tw - Tb) - er [ 21Ya (37) Fa - kmd/vI - d/,/(vto) (48)

The three dimensionless numbers governing the transfer processes
Con bination of Eqs (28) and (37) .esults in:. in turbulent pipe flow can also be defined by-

qw(t) - X(Tw - Tb)(Oat)
~
'
/ 2  

(38) k mA(pu) cT kc
Fa ,, Nu -.- - , and Sh- - (49)

The value of qw can be obtained using Eqs (7) and (38): PA(pu)/d XAT/d DAc/d

X(T, - Tb)(ato
) -' / 2  (39) Eq. (49) shows that each of these dimensionless numbers :s equal

to the ratio between the total flux of momentum, heat, or mass

Combining Eqs (14) and (39) it may be stated that: due to both molecular diffusion and forced convection and the
flux of momentum, heat, or mass due to molecular diffusion
only. From Eqs (14), (32), (41), and (48) it is obtained that

Nu - (f/2)Re Pri/Z (Pr < 1) (40) according to the ERSR model the transfer equations for
turbulent pipe flow for values of Pr > I or Sc > I can be

This result is in agreement with the fact that if Pr < I written as:,
measured values of Nu fit better with an equation in which Nu
is proportional to Prii

2.  
Fa - (f/2)Re (50)

6. MASS TRANSFER
The ERSR model can in a similar way be applied to derive Nu - C(f/2)Re Pri/3 (Pr > 1) (51)

equations for calculating mass-transfer coefficients in turbulent
pipe flow. After introducing the dimensionless mass-transfer Sh - C(f/2)Re Sc"

/  
(Sc > 1) (52)

coefficient or Sherwood number (Sh = kd/D) and the Schmidt
number (Sc = j/D) it can be obta -d tha,: The key to make this set of equations operational for the

calculation of transfer coefficients is a correlation between f and

Sb - C(f/2)Re Soi' (Sc > 1) (4.) Re, see e.g. Eqs (20) or (33).
It is interesting to note that according to the ERSR model the
factors Jh and id of Chilton and Colburn can be calculated too.

Sh - (f/2)Re Scl/2 (Sc < 1) (42) From Eqs (43), (44), (51), and (52), it is obtained that for heat
and mass transfer in turbulent pipe flow for Pr > I or Sc > I

where C is given in Eq. (29). the following equations hold (where C is given in Eq. (29)):

7. AN , )GY BETWEEN THE TRANSFER PROCESSES -h - C(f/2) and Jd " C(f/2) (53)

7.1 Intr.Wuiuctlon
In the foregoing sections it has been shown that the transfer of 8. SURFACE-RENEWAL MEASUREN., JTS USING A LDA
momentum, heat, and mass in turbulent pipe flow can be According to the ERSR model, the exchang of momentum, heat,
described in an analogou., way with the ERSR model, and mass between the tube wall and the co e in turbulent pipe
It is well known that the momentum flux to the interface, i.e. flow is governed by the distribution and the mean value of the
the shear stress exerted on the interface, is described by using a ages of the flu,- elements at the tube w,-1l The distribution and
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the mean value of these ages can be derived from velocity 9.1 Measured and calculated age distributions
sigrals measured with a laser-Doppler anemometer during In Fig. 1 an example is given of the signals representing the
turbulent pipe flow, followed by a discrimination procedure to instantaneous local axial velocities measured at Re = 15.0.103,
detect the bursts. The time interval between two successive bursts showing two successive bursts. The time interval between the
is considered as the age of a fluid element at the tube wall. The bursts is cnnsidered as the age 0 of a fluid element at the tube
mean value of the measured time intervals is indicated as "exp .  wall. In Fig. 2 an age distribution obtained from the LDA

measurements at Re = 31.3.103 is represented as a histogram. In
8.1 Experimental set-up this figure the values of NIAO have been plotted against the
The set-up consists of a 51 mm inner diameter, smooth copper residence time 0. The solid curve in F;g. 2 represents the age
pipe with a horizontal, straight section of 8.5 m. There is distribution calculated from f and Re with the ERSR model. This
sufficient entry and exit length for the turbulent fluid flow to be distribution is calculated with (Musschenga et al.,1990):.
fully developed in the test section. The test section, situated
5.5 m beyond the entrance of the straight pipe, consists of a N1,16 - (N /to)e-0/t0 (55)
1.4 m long glass tube with an inner diameter of 51 mm in
which the velocity of light-scattering particles in the intersection Fig. 2 shows a quantitative agreement between the histogram
volume of two coherent laser beams of a laser-Doppler representing the measured age distribution, and the solid curve
anemometer is used to measure the instantaneous local axial fluid representing the distribution calculated from f and Re with the
velocity Tap water is applied as measuring liquid. ERSR model. The results measured and calculated in the range
A laser-Doppler anemometer, operating in the reference beam 5.0 103 Re 43.4 103 show a similar good agreement.
mode, was used. The laser-Doppler anemometer consists of a
Spectra Physics 15 mW He-Ne laser (wavelength- 632.8 nm) and
quality optics, assembled by the Institute of Applied Physics 200
TNO-TU Delft, The Netherlands, In the optical arrangement 180 Water: Re=31.3.10*
used, the angle between the two laser beams was 20.960, which Histogram:measured
resulted in a measuring volume with a length of 210 jpm and a 160-Hitgrm: ASRe
diameter of 39 pm in air. 140o

120-
8.2 The burst detection criterion N/IO O
The burst-detection criterion of Blackwelder and Kaplan (1976), Hz_ .

also called the 'VITA technique' was applied to the velocity so-
signals measured with tne LDA. This criterion reacts on the
fluctuating component of the axial velocity signal crossing the

time-averaged local axial velocity a in a relatively short time. 40
This corresponds to sharp accelerations or sharp decelerations. 20
According to this criterion a burst occurs if:,

00 02 04 06 0.8 10 1.2 14 16 18 20
a 2(u)- a I /S

en > k, where u' - u - U (54) Fig. 2. Age distribution determined in a turbulent pipe flow at
Re 31.3.103. The histogram represents the age distribution

(u )
2  

measured with a LDA; the solid curve represents the age
distribution calculated from f and Re with Eq. (55) of the
ERSR model (P = 1.04.10 -

6 m
2  

o t 0.291 r
In Eq (54) - a denotes averaging over a (short) time of a = (34.8-10-

3
).t,; k, = 1.13; N o = 5739; AO = 0.01 s).

a seconds and - ent means averaging over the entire signal; k
is a dimensionless constant In the present study an additional 9.2 Comparison between t and eu,
condition of poste slope has been added, so that only In Fig. 3 the ratio to/Oexp is plotted versus Re. This figure

accelerations will be counted as bursts. Application of this shows that for 5.0.103 Re 43.4.103 the values of to
criterion requires the specification of two parameters, i.e , the calculated from f and Re with the ERSR model agree
a.,eragtng time a and the dimensionless threshold level k. A quantitatively with those measured with the LDA in turbulent pipe
detailed description of the specification of these parameters has flow. The measured values 0

exp at Re > 43.4.103 are larger
been described elsewhere (Musschenga et at., 1990). than the calculated values to This is probably due to the

measured values because at increasing Reynolds numbers the ratio
9. RESULTS AND DISCUSSION between the length of the LDA measuring volume and the
Experimental results in the range 5.0-103 ( Re < 60.103 were boundary-layer thickness increases. As a consequence the velocity
obtained at temperatures ranging from 280 K to 25 K (the signals obtained at these larger Reynolds numbers refer to
temperature was constant during each particular experiment). The instantaneous velocities averaged over a considerable part of the
distribution and the value of 0exp were determined from velocity boundary layer.
signals measured at y+ = 36, applying the detection criterion
represented as Eq. (54) and an additional condition of positive 2.0
slope, using a = (34.8.10- 3).t0 and k = k, = 1.13. a preseni study

A Mussciengac tal. (1990)
0.5 1.5

0.4 A0 A

0

0.5-

0.3 -

b bur 000 ... . . .
----------------- 0 21104 Re 4 10

4  6 104

0 2 " Fig. 3. The ratio tolGe, measured in a turbulent pipe flow at
65 0 65.2 65 4 //s t 65 8 66 0 y = 36, is plotted against Re, wherea = (34.8.10- 3

).t, and
ko = 1.13. The deviation of tole.t, from one at

Fig 1. Instantaneous local axial velocities plotted against time, Re > 43.4.103 is discussed in Section 9.2.
measured at Re = 15.0-103 and y+ = 36, showing two successive
bursts (v = I 38.10-r m 2 s-1 ). From the results represented In Section 9 it may be concluded
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that both the distribution and the mean vaiue of the ages of the 10.2 Heat and mass transfer coefficients
fluid elements at the tube wall, measured with a LDA, closely In Fig. 5 values of Nu or Sh calculated with the ERSR model
agree with those calculated from f and Re with the ERSR are compared with experimental values presented in literature. In
model. The measured random age distributions confirm the th's figure values of Nu or Sh are plotted versus Pr or Sc for
investigations of Van Maanen and Fortuin (1982, 1983), and two different values of Re. The solid lines represent values of Nu
verify Danckwerts' (1951) assumptions concerning the random-age or Sh calculated with Eqs (32) or (41) for Pr > 1 or Sc > 1,
distribution of fluid elements at the interface in a turbulent fluid and calculated with Eqs (40) or (42) for Pr < I or Sc < 1. In
flow, these two cases Eqs (20) and (29) were applied. The dashed linesrepresent values of Nu calculated with Eq. (35). From Fig. 5 it
10. COMPARISON WITH LITERATURE DATA can be seen that the values of Nu and Sh calculated from f and
10.1 Mean age of the fluid elements at the tube wall Re with the ERSR model closely agree with both the

1 Fig. 4 a compilation of experimental data concerning the experimental data and the correlation of Colburn (1933).
mean ages measured in turbulent pipe flow has been plotted
against Re. The crosses (+) refer to data presenttd by Meek 11. CONCLUSIONS
(1972). - The time intervals between successive bursts in a turbulent pipe

flow are distributed randomly.
- The mean age t of the fluid elements at the tube wall can

40 be calculated from f and Re with the ERSR model.
* prescnistudyandMusschega ctal. (1990) - The calculated time-averaged axial velocity profile in the wall
* Meek(1972) region of a turbulent pipe flow closely agrees with correlations

presented in literature.30q - Heat and mass transfer equations for turbulent pipe flow,

+ Eq (s6) derived from the ERSR model closely agree with correlationsS+ I + -+ from literature, based on experimental data.
0+20 , * - The introduction of a Fanning number for momentum transfer

(Fa = kmdli) elucidates the analogy between momentum, heat,
----- - . .... and mass transfer in turbulent pipe flow. The Fanning number is

- - -comparable with the Nusselt number for heat transfer and the
10 + PinczewskiandSidcman(1974) Sherwood number for mass transfer.

Loushlnctal. (1985) - The Chilton and Colburn factors Jh for heat transfer, and Id
for mass transfer follow from the ERSR model.

0 -The relationship between the friction factor and the Reynolds
10 0' Re to' 10 number is the one and only correlation needed in the ERSR

model for a quantitative prediction of the momentum, heat, and
Fig 4. Comparison between our measured values of 0+ (solid mass transfer coefficients.
squares) and the 0+ 

values (crosses) presented by Meek (1972)
The solid line represents Eq (56) calculated with the ERSR Acknowledgements - The authors wish to thank: the Netherlands
model. The dashed lines represent the dimensionless mean ages Foundation for Chemical Research (SON) for the financial aid
proposed by Pinczewski and Sideman (1974), and Loughlin et al from the Netherlands Organisation for Scientific Research (NWO),
(1985). (Parameters in Eq. 54: a = (3 4.8.10-3).to; k o = 1.13). and Messrs. E. Grolman, E P.S. Sch,.uten, and W. Visser for

their contribution to the experimental part of this study.
To compare our results with these data, 0+ = uREEexEN) i REFERENCES
plotted against Re in Fig 4 According to the ERSR model the
quantity u*I(exWy) can be represented by u*Xtdp). Combining Blackwelder, R.F and Kaplan, R.E.,, 1976, J Fluid Mech 76,
Eqs (13), (15), and (20) results in:, 89-112.

Chilton, T.H and Colburn, A.P., 1934, Ind. Eng. Chem. 26,
0 - u*J(t0/v) - 5.0882 log(Re) - 4.300 (56) 1183-1187

Colburn, A.P., 1933, Trans. AIChE J. 29, 174-209.
From Eq. (56) it is obtained that according to the ERSR model Corino, ER. and Brodkey, R.S., 1969, J. Fluid Mech. 37, 1-30.
a linear relationship is expected between the %ariables plotted in Danck-werts, P V., 1951, Ind. Engng Chem 43 (6), 1460-1467.
Fig. 4. This linear relationship closely agrees with our Eck, B., 1973, Tech. Stromungslehre, Springer-Verlag, New York.
experimental results in the range 5.0.103 4 Re ( 43.4.103. Einstein, H.A and Li, H., 1956, 7rans. Am. Soc. Civil. Engrs
Further, the theoretical solid line 'agrees' with the 'clous2 of 82, 293-320
experimental data presented in literature. The dashed lines in Fortuin, J.M.H. and Khjn, P.-J., 1982, Chem. Engng Sct. 37,
Fig. 4 refer to values of 0

+ 
proposed by Pinczewski and Sideman 611-623.

(1974), and Loughlin et al. (1985), who assumed that the value Friend, W.L. and Metzner, A.B., 1958, AIChE J. 4 (4),
of u*A 0exp/') is independent of the Reynolds number. 393-402.

Hanratty, T.J., 1956, AIChE J 2 (3), 359-362.
10, Harriott, P and Hamilton, R.M., 1965, Chem. Engng Sct. 20,0 Re : 40 10 1073-1078.

SR O 10' 0Eq (35) Higbie, R., 1935, Trans. Am. Chem. Engr. 31, 365-389.
A Rel- 10 10' Kline, S.J., Reynolds, W.C, Schraub, F.A., and Runstadler,

EAA P.W., 1967, J. Fluid Mech. 30, 741-773
Eq. (32) or Eq (41) Loughlin, K.F., Abul-Hamayel, M.A., and thomas, L.C., 1985,

. _ \,- AIChE J. 31 (10), 1614-1620.
N eS/h) Eq (40) or Eq (42) ', A Maanen, H.R.E. van, and Fortuin, J.M.H., 1982, Proc. of thev ISo (1st Int. Symp. on Appl. of Laser Tech. to Fluid Mechanics,

Eq. (35) Lisbon, 1982.
or Eq. (41) Maanen, H.R.E. van, and Fortuin, J.M.H., 1983, Chem. Engng

Eq.(32) o ) S. 38, 399-423.

McAdams, W.H., 1954, Heat Transmission, 3 rd Edition.
McGraw-Hill, New York.

.q. (40) or Eq (42) Meek, R.L., 1972, AIChE J. 18, 854-855.
IMizuushina, T., Ogino, F., Oka, Y., and Fukuda, H., 1971, Int.

'0 10' 10' 10' J. Heat Mass Transfer 14, 1705-1716.
Pr (SC) Musscbenga, E.E., Hamersma, P.J. and Fortuin, J.M.H., 1990,

Fig. 5. Comparison between 6alues of Nu or Sh calculated with Proc. of the 5th Int. Symp. on Appl. of Laser Tech. to Fluid
the ERSR model (solid lines), and experimental values of Nu Mechanics, Lisbon, 1990, paper 16.6.
and Sh (symbols) presented in literature by Friend and Metzner Plnczewskl, W.V. and Sideman, S., 1974, Chem. Engng Set. 29,
(1958), Harrtott and Hamilton (1965), and Mazushina et al. 1969-1976.
(1971). The dashed lines represent values of Nu calculated with Sideman, S. and Pinczewski, W.V., 1975, Topics an Tranport
Eq. (35) of Colburn (1933). Phenomena. Hemisphere Publishing Corporation, Washington.

Thomas, L.C., 1980, Int. J. Heat Mass Transfer 23, 1099-1104.
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ABSTRACT indeed persist in the new calculations up to

By numerically solving the turbulent boundary- Ray = 105: wall functions in the outer layer do

layer equations along a hot vertical plate for air exist. On the contrary, the calculations up to

and water up to a Rayleigh number of 1025, the Ray =1025 suggest that proper scalings and wall
functions for the inner layer do not exist.

proper scalings and wall functions are derived.

Turbulence is modelled by different low- MATHEMATICAL TREATMENT
Reynolds-number k - , models. In the outer layer The turbulent boundary-layer equations under the
the length, velocity and temperature are scaling Boussines aproximation read:
with the height y, the velocity maximum vmax and q a

2the temperature difference vmax/(g13y) respec- Dt + av. = 0
tively. In the inner layer proper scalings do not ax Dy
seem to exist. In particular the wall-heat transfer av av
does not scale with the commonly used Ray/3 U + V- = g3(r-T) + ()
law. a2 V
INTRODUCTION ax 2 Vx- TU

The proper scalings, giving the so-called wall DT aT V a2T a
functions, for turbulent forced-convection boun- U -+ vy-
dary layers are well-known and have the typical ax a Pr D2 ax

logarithmic profiles. On the contrary, the proper Here x is the coordinate perpendicular to the plate,
scalings and wall functions for the turbulent and y is the coordinate along the plate; (u,v) is the
natural-convection boundary layer along a hot velocity vector in the direction (xy); T is the
vertical plate are not well defined yet. temperature and T., is the isothermal environment

Making some physical assumptions in their temperature; g is the gravitational acceleration; 3
analytical approach, George & Capp (1979) gave a is the coefficient of thermal expansion; v is the
first proposal for the wall functions for the tur- kinematic viscosity and Pr is the Prandtl number.

bulent natural-convection boundary layer. Dif- The dimensionless solution only depends on x/y,
ferent scalings were formulated for the inner layer Pr an(! the Rayleigh number Ray (=
(i.e. from the wall up to the position of the velo- gP3ATy3 Pr/v2, with AT=T,-T*,).
city maximum) and for the outer layer (i.e. from As a result of the Reynolds averaging, the
the position of the velocity maximum up to the Reynolds stress -u'v' and the turbulent heat flux
outer edge). Henkes & Hoogendoom (1990) stu- -u'T' appear in the equations. These quantities
died the scalings by numerically solving the are represented by the eddy-viscosity concept:
boundary-layer equations in the Boussinesq -v- V aT
approximation, using low-Reynolds-number k-E - u'v = V - -u/T= . (2)
models for the tuibulence. A shortcoming of this ax ' (T aX
study was that the calculations were only per- Here GT is the turbulent Prandtl number for the
formed up to Ray =1012 (Ray is the local Ray- temperature (we take OT=0. 9). The turbulent
leigh number, in which y is the coordinate along viscosity v , is modelled by a k - e model (k is the
the plate). At this maximum Rayleigh number turbulent kinetic energy (k=ui'ui'), and s is the
transition effects were still visible in the numerical turbulent energy dissipation rate):
results. Therefore the present paper extends the
calculations up to Ray= l025. Furthermore Prandtl k +ak = a + v k +
number effects are studied here by considering U" + Ty a O DX

both air and water. The outer-layer scalings as
derived from the calculations up to Ray=l0 12  + Pk -8+ D (3)
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De + F _ vt Ia + Here vo=(gPATv) 11 3. The calc.ltions are
ax+ a ax + a + started at a height corresponding to Ray= 10'. At

Ystart the laminar similarity solution for the hot
+ (Cei fl Pk ce2 f2 E + E vertical plate is prescribed. Turbulence is intro-

k duced at the height Ytrans (corresponding to

2 v] Ray= 1.5x109 for air and 1.5x10l0 for water) by
with Pk = vt-h-- ' vt = cp f9- switching on the turbulence model and byax prescribing an amount of turbulent kinetic energy.

The equations (3) contain both high-Reynolds- The precise laminar-turbulent transition turns out
number terms (cgt, cel, CE2, 0 k, (e) and low- to largely depend on (i) the turbulence model, (ii)
Reynolds-number functions (fV, f1, f2, D, E). The the numerical grid and (iii) how much and where
standard k -e model (taking fjL=f1=f2=1 and energy is introduced. Figure 1 shows the dimen-
D=E=0) formally only holds if the local sionless wall-heat transfer (Nusselt number, Nuy =

turbulence-based Reynolds number (Re, =kE/ve) -(y/AT)(aT/ax)w) as a function of Ray fordecreasing introduced energy: decreasing the
is large. If Ret is small, for example close to a ecreas the nergy: eneasinthe

fixed wall, a proper choice of the low-Reynolds- energy delays the transition. If no energy is intro-fixe wal, aproer coic of he ow-Rynods-duced, the solution remains on the laminar branch.
number functions is required to achieve the correct Fue, the t ren o n h is rach.

damping of turbulence. Many different low- ortunately, once the turbulent branch is reached,
Reynolds-number k-e models have been formu- the solution for increasing Ray does not depend
lated in the literature, on the transition process. Figure 2 shows vt for

different k-e models (denoted by the names of
The equations are discretized with the finite- the authors who formulated the specific low-

volume method. Because of the parabolic charac- Reynolds-number k-e model) at Ray=1 5. At
ter of the equations, an y-marching numerical this Rayleigh number the transition is complete,
method can be used to solve the system. because low-Reynolds-number effects in the outer

The following boundary conditions are layer are now absent: differences in the profiles
prescribed: (scaled with v max and y) are totally due to dif-
Y = Ystart : laminar v- and T-profiles ferent choices for the high-Reynolds-number con-

stants.
Y = Ytrans : perturbation in k and e, ACCURACY

. k2 kav The numerical accuracy of the calculations wase.g. k=0.5 v, ec2 k x verified by refining the grid from 25x25 up to

400x400 points. Table 1 shows the results for air
x = 0 : u=v=O, T=Tw (4) at Ray=1011 with the standard k-s model. The

k, e specified by model results indeed become grid-independent for
increasing number of grid points. For the results

(k=0 £=o for standard k-e) to be presented in the sequel a lOOxlO0 grid was
used up to Ray =1013 and a 200x200 grid forx = x : v = k=e= 0, T =T larger Rayleigh numbers.

10' 0.003
k=05v2  v,k =0.5 v-* Cebec, & Smith

N, - klk'=0 Vm."Y "-' standard k -
- klk'=0.5 - - To & Humphrey / N

x-x klk*=0 75 0.002 - Lam & Bremhorsto-.Q kk'O 9j ... Chien

o-kk
°

Hasi -- d & Porch-+klk*= -"I.x : .. Hoffman
.- klk'=lO .... Jones & Launder

- kk O --'r" } 0.001 Land

10" : -://inner layerOuelar

0.000

.10 01 10 5  10- l0 i0- 10tIu Ra t0' 10"4 |0" [0"?" 10='xly 10

FIGURE 1. Transition for air with different FIGURE 2. Turbulent viscosity for air at
amounts of introduced energy (Chien model, Ray= 1015.
100xl00 grid).
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Table 2 compares the turbulent results with TABLE 1. Numerical accuracy for air at

different models for air at Ray= 1011 and for Ray = 1011 with standard k-s model

water at Ra y= 1013. Details of the (low-
Reynolds-number) k-s models were given by Nuy VM X Vt.max

Henkes & Hoogendoorn (1989) and by Henkes grid Ra;y3  4gpATy v

(1990). The calculated maximum of the velocity
and the turbulent viscosity is compared with the 25x25 0.1750 0.3622 257.3
experiments of Tsuji & Nagano (1989). The wall- 50x5O 0.1789 0.3570 241.1

lOOxl00 0.1806 0.3544 233.4
heat transfer is compared with a value fitted to 200x200 0.1814 0.3540 229.7

different existing experiments. Differences 400x400. 0.1817 0.3537 226.9

between the models are larger for the wall-heat

TABLE 2. Comparison of models for air at Ray l11 and for water at Ray= 1013.
(a) air (b) water

mNt.y V max VI'max NuY Vmax Vt.maxmodel Ri3 . a,

/a~3  4g P ATY Ra1 4~g pATy V

experiment 0.119 0.344 120 0.119 .... .

standard k-_ 0.181 0.355 233 0.381 0.243 544

To & Humphrey 0.164 0.346 210 0.218 0.208 459

Lam & Bremhorst (Dirichlet) 0.132 0.320 241 0.088 0.166 436

Lam & Bremhorst (Neumant.) 0.132 0.320 240 0.088 0.166 435

Chien 0.138 0.329 261 0.137 0.184 509

Hasstd & Poreh 0.161 0.323 231 0.161 0.184 461

Hoffman 0.083 0.422 26 0.082 0.218 60

Jones & Launder 0.114 0.335 175 0.085 0.175 373

transfer than for the velocity maximum. This is SCALINGS
not surprising as the effect of the low-Reynolds- To find the proper scalings, the calculations with

number functions is strongest in the inner layer, the standard k-6 model and the low-Reynolds-

The low-Reynolds-number models of Lam & number models of Chien and Jones & Launder are

Bremhorst, Chien and Jones & Launder perform performed up to Ray = 1025. The Ray dependence

best. These models were also found to perform of a quantity is written as a Ray, with

best for the forced-convection boundary layer in y=(Ray/)[D/aRay]. The infinite-Rayleigh-

the study of Patel et al. (1981). The standard number limit of y, in the case it exists, defines the

k - s model largely overpredicts for the wall-heat proper scaling for a quantity.
transfer. None of the models predict the max- All the quantities in the outer layer give a
imum of the turbulent viscosity in agreement with constant y for increasing Rayleigh number. For
the experiment; Vt,max for almost all k-s models example, figure 3 follows the scaled maximum
is roughly twice too large. turbulent kinetic energy, i.e. (2kmax/3)1 1 2/Vmax,

and the scaled stream function at infinity, i.e.
0.4 0.082

air, experimental. air, experimental.

.!! Tsuji & Nagano (1989) V '2 lv..w'O 509 R~ay 00)5 Tsuji &Nagano (1989) qj/(v,,.,y)0O 322 Ray-""~

0.2- 0.04-,

ai -1A air:T ,"air \ / - sadr -

t /-- standard k- standard k
o-- chin o-o Chien

9-x Jones & Launder , x-x Jones & Launder

wwater - ater,

-- Chien ti--(u
0 10 i _Jl e I Ii10 i t 10 a 0 i 03 0iS

S10o 101 t Ra o 10 9 O 10 1 10 Ra 10
(a) (b)

FIGURE 3. Scaling of differmnt quantities in outer layer; (a) max-
imum of turbulent kinetic energy, (b) stream function at outer edge.
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W A-& Ra) -l0

N N' I x-x Ra, =1012+1 I \ o-o Ra_ 1013
\ o-o Ra 014

\ 0 +-+ Ra, 10'
s

+ \ - Ra 1020

0.5p 5. \ Ra = 10

0 t -o R =1014

0. 0 0
"  - I!! .. . . -4

10"5 10 0- (a) tb ) 10 10" b 10 to-, x/Y t0°

FIGURE 4. Wall functions in outer layer (Chien model); (a) velocity, (b) temperature.

XPi/(VmaxY) (the stream function is defined by v fo[x

)aiI/x=v, a>ily=-u, xV=O at x=0). It is clear Vmax tVyJ
that indeed the proper scalings are used in this fig- (5)
ure, because the lines become horizontal for [T - Tly gAT 4xj
increasing Rayleigh number: y and vmax are the [ AT 2
proper length and velocity scale in the outer layer

(the figure only gives the results up to Ray = 1015, The existence of these wall functions for increas-
but the lines remain horizontal up to at least ing Rayleigh number is checked in figure 4 for air
Ray = 1025). Table 3 summarizes the outer-layer with the Chien model. These wall functions hold
scalings for different quantities. Values of y are irrespective of the Prandtl number.
independent of the k- E model used. Differences In contrast to the outer-layer scalings, none of
in the values for the proportionality constant a are the inner-layer quantities give fully Ray-
small and only due to differences in the high- independent *y-values for increasing Rayleigh
Reynolds-number constants. There is no differ- number. Also differences between the models in
ence in the results for air and water (i.e. there is the inner layer, mainly differences in a, do not
no Prandtl number effect). disappear. The dependence of a on the turbulence

Because we calculate that y and v max are the model is not surprising, because the low-
proper length and velocity scale in the outer layer, Reynolds-number functions become active in the
the buoyant term in the boundary-layer equations inner layer. Figure 5 shows the wall-heat transfer
(1) is of the same order of magnitude as the other (Nuy) for air. y increases from 3/8 at Ray= 1012

terms if the characteristic temperature difference is to 0.435 at Ray= 1025, showing that the differ-
taken as vmx/(gpy). The calculated outer-layer ence with ,=1/3, as measured up to about
scalings lead to the following wall functions in the Ray=5xl1O , becomes larger for increasing
outer layer:

0.3 -

TABLE 3. Outer-layer scalings (Chien model). air: A

N A-A standard k-/
laminar turbulent Ray 3 a-a Chien 1 'AA

quantity - air water air and water X- Jones & Launder

u. 11-1 0.2 -
-- -2.11 Ra"

4  
-3.61 Ra

t 1 4  
-0.0702 water.

VMA Chien

Y- 2 82 Ra-I14  
4.0,1 Ra- 1

1
4  

00497

(2kmao/3) __12

VMU0. 0. 0.183 0. I ,.-experimental, air and water

0.0354 

Nuy=O' 
R

Vl.m&X 0. 0. 0.00202
YVuMX

xv'0 u.087 0.
y I 0 10 I0 10 10 10 10" R., 10

FIGURE 5. Ray-dependence of wall-heat transfer.
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TABLE 4. Ray-dependence in inner layer (Chien model).
(a) air

turbulent
quantity laminar Ray= 101 3Ray = 102 Ray= 1025

RaO.0404 R046a0.435

Nu, 0.387 Ra 1 4  0.0195 RaO.14 0.00819 Ra OlO 0.00511 Ra 0.,t

cly 1.76 Ray 0.0948 Ray 0.0129 Ray 0.00562 Ray
Vmax 0.555 0.734 Ray °

0
° 311  0.499 Ray0.021S 0.435 Ray0°0 195

Xvmax/Y 1.25 Ra' 1 4  0.0237 Ray 0o' 4  0.00680 Rayo' 5  0.00503 Ray° 48 2

(b) water

quantity laminar 1turbulent
quatit laina Ray= I015 Ra =10 °  Ra,= 102

Nu 0.459 Ra 1/14  0.0211 Ra 0394  0.00310 Rao 4.46 0.00266 Ra 0 .449

cly 2.08 Ray, 0.599 Ray 0.00547 Ray 0.00251 Ray
Vmax 0.263 0.351 Ray0 0239  0.251 Ray 0 .0160 0.247 Ray °'°017

Xvm 0 axY 16 1 / 4  0069.0-~580 R 0 0535

Xvm~x/Y 1. 68 Ray 0.0696 Ra; ° 'I° 9  0.00966 Ray 0.00774 Ray

Rayleigh number. Therefore the calculations sug- Ray = 1025 , perfect scalings and wall functions in
gest that the application of the commonly known the inner layer do not seem to exist. A best fit for
wall-heat transfer law Nu yRa 1 /3 is doubtful for the results up to about Ray= 1015 (figure 7) is

R > 112,y. yRay> j012 where no experiments are known yet. given by the velocity profile V/Vmax vs
Of course experiments in that regime are needed (X/v max)(Dv/Dx) w and the temperature profile
to give a final answer. The scaling with the lai- (T-T,0 )/AT vs (= xNuy/y). This velocity pro-
inar velocity scale (gf3ATy) 1/2 for the velocity file does not agree with George & Capp's (1979)
maximum in the experiments of Tsuji & Nagano analytical wall function for the velocity in the
(1989) is confirmed by the calculations in figure inner layer, giving v/(gPATv) 1/ 3 vs . The tem-
6. According to table 4, which summarizes the perature profile does agree with George & Capp's
Rayleigh-number dependence for different inner- wall function.
layer quantities, only a very small Ray depen- George & Capp proposed the following wall
dence in y persists. In this table the wall-shear functions for the outer layer, irrespective of the
stress coefficient Cfy is defined by Prandtl number.
2v(Dv/x)/gATy. Because y-values in the cal-
culations remain Ray-dependent even up to v max -v = f

0. ?5 (gI3AT8QT) 13  v
air: r-T I (gf3AT8QT) 113  ri (6)

V_ 1 A-A standard k-c T _ j -.

Vo-- Chien AT QT
--x Jones & Launder

0.50 Ar Here 8 is the boundary-layer thickness and Q T is
-- Chien the velocity scale -v(aTlax)w/PrAT. The

boundary-layer thickness is usually defined as
05.. 8=NA**/Vnax; this indeed is proportional to yaccording to table 3. The proportionality for the

-------- - -elocities holds if
air, experimental: o
Tsuji & Nagano (1989) v/V'jpAi) o0 407 Ra; °0 1/ V max '3Nuy = C* Pr I /2 Ral/0. 00t~ lO y%

10 1 1010 l0"' 1012 103 R, 10 IgF-ATy (7)

FIGURE 6. Ray-dependence of velocity maximum. in which C* is a constant (also independen, ofPr). Comparison of the calculations for Nuy a.,d

24-2-5



r -
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A-A Ra, = 10 X- Ra) = 1012
X-X Ray- 1012 -=
o-0 Ra, -1013 T-T0,- Ra.=101
0 -0 RaR 10" = 1015

Ra R 10151R_ R 1020 R ol -R ) 1020
ey Ra1=0102/

0.5-- Ra 10
2 5  0.5--

0.0 0.0avl2I10-2 i0 -  l 012° .L 1 0 "010-1 10-1 1,00 101 10z  10,

(a) V, a (b)
FIGURE 7. Profiles in inner layer (Chien model, air); (a) velocity, (b) temperature.

vmax in table 4 shows that this relation indeed for the results up to about Ray = 1015 is given by
holds for increasing Rayleigh number; the large- the velocity profile V/Vma, vs (X/v max)(av/X)w
Rayleigh-number calculations (Ray = 1025) with and the temperature profile T - T )/AT vs (=
the Chien model give a Ray independent, and also xNuy/y). This velocity profile does not agree
practically Pr independent, value for C*, namely with George & Capp's (1979) analytical wall
0.0506 for air and 0.0529 for water. Therefore function, but the temperature profile does agree.
George & Capp's outer-layer length scale, 8, and Th., y values in the outer layer become indepen-
velocity scale, (gAT6QT) 1/ , are similar to the dent of Ray for Ray -4 o., implying that wall
calculated length scale, y, and velocity scale, functions in the outer layer exist. The proper
v max:. this gives a full consistency between length scale is y and the proper velocity scale is
George & Capp's wall functions in the outer layer v ax. Tht proper temperature scale is
and the calculated wall functions. Vmax/(g3y). These outer-layer scalings are con-

sistent with George & Capp's proposal. vmax
CONCLUSION itself approx:mately scales with the laminar velo-
Accurate solutions of the turbulent boundary-layer city scale (gPATy)/ 2.
equations along the hot vertical plate in an isother-
mal environment were obtained for air and water REFERENCES
up to Ray = 1025. Low-Reynolds-number modifi- George, W.K. & Capp, S.P. 1979 A theory for
cations of the standard k-e model are needed to natural convection turbulent boundary layers
predict quantities in the inner layer (like the wall- next to heated vertical surfaces. Int. J. Heat
heat transfer) reasonably close to the experiments. Mass Transfer 22, 813-826.
The standard k-, model largely overpredicts the Henkes, R.A.W.M. & Hoogendoorn, C.J. 1989
wall-heat transfer. The low-Reynolds-number Comparison of turbulence models for the
models of Lam & Bremhorst, Chien and Jones & natural convection boundary layer along a
Launder give the best prediction for the wall-heat heated vertic,, -!ate. Int. J. Heat Mass Transfer
transfer. The k-e models strongly overpredict 32, 157-169.
the maximum of the turbulent viscosity by about Henkes, R.A.W.M. 1990 Natural-convection boun-
100%. dary layers. Ph.D. thesis. Delft University of

The proper scalings and wall functions can be Technology, The Netherlands.
derived from the k- s solutions by examining the Henkes, R.A.W.M. & Hoogendoorn, C.J. 1990
Ray dependence of quantities * in 4=oxRay. Numerical determination of wall functions for
Model differences mainly influence ,:.3 cc values the turbulent natural convection boundary layer.
in the inner layer, whereas 7 is almost independent Int. J. Heat Mass Transfer 33, 1087-1097.
of the model used. y for quantities in the inner Patel, V.C., Rodi, W. & Scheuerer, G. 1981
layer does not become fully Ray-independent. For Evaluation of turbulence models for near-wall
example y for the wall-heat transfer (Nuy) for air and low-Reynolds number flows. Proc. 3rd
increases from 3/8 at Ray=1012 to 0.435 at Symp. on Turbulent Shear Flows, Califoinia,
Ray = 1025, showing that the difference with pp. 1-8.
,y=1/3, as measured up to about Ray=5XlO11 , Tsuji, T. & Nagano, Y. 1989 Velocity and tem-
becomes larger for increasing Rayleigh number. pefature measurements in a natural convection
Because , remains Ray-dependent, wall functions boundary layer along a vertical flat plate.
in the inner layer do not seem to exist. A best fit Experimental Thermal Fluid Sci. 2, 208-215.
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THERMALLY DRIVEN TURBULENT BOUNDARY LAYER
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ABSTRACT INTRODUCTION

The budgets of turbulent. energy, Reynolds shear Turbulent natural convection boundary layer in
stress, mean square scalar variance and turbulent air along a vertical plate is typical turbulence
heat fluxes have been evaluated in a thermally of thermally driven flow. The turbulence struc-
driven boundary layer in air along a vertical flat ture in this boundary layer has been generally
plate. In the near-wall region, the velocity- considered not to differ significantly from that
gradient correlation plays an important role in in forced convection, though the buoyancy effect
turbulent energy production and thermal energy is is being added. However, when investigating the
directly converted into kinetic energy through boundary layer, some marked characteristics df-
this correlation, Consequently, Reynolds shear ferent from those in ordinary turbulent boundary
stress and streamwise turbulent heat flux near the layers have been found with respect to the viivcous
wall, which are normally considered to have close sublayer structure and Reynolds shear-stress near
relations with the energy production process, the wall (Tsuji & Nagano 1988a, b). Also, no
behave differently from those in the ordinary tur- coherent structures such as intermittent bursts
bulent boundary layers. On the other hand, the and low-speed streaks observed in the near wall
energy transfer in the outer region of the bound- region of ordinary wall shear flows were found to
ary layer becomes a process similar to that exist in this boundary layer (Tsuji, Nagano &
observed in the usual boundary layer. Tagawa 1990).

The present study aims to trace the origin of
the structure peculiar to turbulence driven by

NOMENCLATURE buoyancy force.. We have investigated the budgets
of turbulent energy, Reynolds shear stress, mean

cp specific heat at constant pressure square scalar variance and turbulent heat fluxes
E dissipation rate of mean flow energy on the basis of velocity and temperature measure-
Grx Grashof number, gft (T. - To)X3/V 2 ments in the turbulent natural convection boundary
g acceleration of gravity layer, and have examined the essential factors
k turbulent energy, (0 + V2 + _w)/2 associated with the formation of turbulent struc-
p pressure fluctuation ture. The information obtained in the present
qw wall heat flux study is very important to construct a turbulence
T mean fluid temperature model for turbulent buoyant flows.
t temperature fluctuation
tr friction temperature, qw/pcpUT
U, V mean velocities in x and y directions EXPERIMENTAL APPARATUS AND INSTRUMENTATION
u, v, w velocity fluctuations in x, y and z

directions The apparatus used for the present study is the
ur friction velocity, /-Tw;7 same as that described by Tsuji and Nagano
x, y, z streamwise, normal and spanwise coor- (1988a). The flat surface generating flow was a

dinates copper plate 4 m high and I m wide. Uniform sur-
y+ dimensionless distance from wall, uTy/v face temperature Tw= 60 'C was obtained by
a thermal diffusivity electrical heating. Ambient fluid temperature T.
6 volumetric expansion coefficient, I/T. was about 16 *C . For the measurements of fluid
e dissipation rate of k, e u + e v + e w velocity and temperature, two types of probe were
8u, v, ., E t dissipation rates of u2/2, used. One comprised a normal hot-wire and a cold-

v2/2, w/2 and P/2 wire of 3.1 g m diameter tungsten, and was mainly
SUV, a ut, Vt dissipation rates of T-V, UT and used to measure streamwise velocity and tempera-

v-t ture. The lengths of the wires were 1.5 mm (n6v
v kinetic viscosity /ur) and 3.5 mm (c 14v /ur), respectively, and the
p density cold-wire was located 2.5 mm (n 10v /ur) upstream
T u time scale of velocity field, k/a of the hot-wire. The other consisted of a cold-
'r t time scale of thermal field, (t7/2)/a t wire and V-shaped hot-wires (Tsuji & Nagano 1989)
SW wall shear stress combined in an X-array, which were constructed by
f) time mean value symmetrically bending 3.1 gm diameter and 1.5 mm

long tungsten wires at the center. This probe was
Subscripts used to measure streamwise and normal (or
w wall condition spanwise) velocities and temperature.
o ambient condition

Superscript BASIC TURBULENT QUANTITIES IN VELOCITY AND THERM4AL
+ dimensionless quantities normalized by wall FIELDS

variables
The profiles of mean velocities, mean tempera-
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ture and intensities of velocity and temperature location).

fluctuations in the turbulent boundary layer, The distributions of Reynolds shear stress ii-,
which are obtained simultaneously with V-shaped streamwise turbulent heat flux R and normal tur-

hot-wire/cold-wire arrangement, are shown in Fig. bulent heat flux vt obtained with the V-shaped

1. In evaluating uT and t-, the wall shear stress hot-wire probe are shown in Fig. 2. In the

Tw and the wall heat flux qw were obtained from figure, the solid and broken lines indicate the

the ncar-wall profiles of velocity and temperature calculated values of i-v and iTt, respectively,
(Tsuji & Nagano 1988a). The results measured with which are estimated from mean momentum and energy

a normai hot-wire and a cold-wire are also equations with the measurements of the streamwise
presented 'or comparison. Excellent agreement variations in mean velocity and mean temperature

between measurements obtained in different manner profiles. Both measured Ui- and VT agree very well

for each profile verifies the high reliability of with the calculated values. Also, the streamwise

the present results. Mean velo-ity U4 becomes turbulent heat flux R measured simultaneously
maximum at y* 40. The distinctive feature of agrees very well with the measured result obtained
this profile is that the relation U*-y+ does not by using the normal hot-wire probe.

hold even at y+:- l and the logarithmic velocity From these comparisons, the present measure-
profile cannot be seen at all (Tsuji & Nagano ments for Reynolds shear stress and turbulent heat
1988a). In the f* profile, however, the relation fluxes are judged to be sufficiently reliable.
T
+
= Pry' holds for y+_ 5, and the logarithmic The UT value near the wall is almost zero and

profile appears in the region y+> 30 as in the increases in the positive direction as the maximum
usual boundary layer. The maximum intensity of velocity location is approached. Consequently, in
streamwise velocity fluctuation/ P occurs at yi the inner layer of the natural convection boundary
250 in the outer layer (beyond the maximum layer, Reynolds shear stress has no relation with
velocity location). The intensities /" and /7 the mean velocity gradient. The normal turbulent
are smaller than I in the entire flow zone and heat flux -t becomes smaller than the streamwise
become maximum at almost the same location as turbulent heat flux R in most of the boundary
the /P maximum. The intensity of temperature layer. The vT distribution corresponds rather
fluctuation I7 becomes maximum at y' 15 in the well to the measured result for the usual boundary

inner layer (from the wall to the maximum velocity layer (Hishida, Nagano & Tagawa 1986). The
streamwise turbulent heat flux R-, which takes

about zero near the wall, increases rapidly in the
positive direction near the maximum /72 location

Gr =899x 70  and reaches maximum at the location almost equiv-
20 - Calculated fr continuity equ-t-n alent to the maximum velocity location. Thus, the

-- /ut Normol hot-wire doto R u distribution is also fairly different from that
-'-, (Gr 84 4 X1010) in the usual boundary layer in which R takes a

5 - i Uncertainty 3' 2 " negative value near the wall in the case of heated
(95%Coverce) D flow.

10 2 BUDGETS OF TURBULENT ENERGY, REYNOLDS SHEAR
STRESS, TEMPERATURE VARIANCE AND TURBULENT HEAT

5 - 5 As demonstrated above, the natural convection

IV.u boundary layer has unique characteristics in the
turbulent structure, which are rarely seen in

___ _V. __ other turbulent boundary layers. Next, we examine
0 the energy tr.,,fer processes which link the

- 10 J 0 . j ,i3 velocity and ' _rmal boundary layers.
10 102  y+ 1By using the boundary-layer approximation for

the governing equations of the velocity and ther-
mal fields in thermally driven flows (Monin &

Fig. I Profiles of mean velocities, mean tem- Yaglom 1971), the transport equations for mean

perature and intensities of velocity and flow and turbulent energy components, Reynolds
temperature fluctuations shear stress, temperature variance and turbulent

heat fluxes may be written as follows:.

Gr 8 9 9 x10i Hean flow energy

3 - Colculoted from momentum equton U 0 U2  V a U
2 

- i U UG_

---- Clculted from energy equation 2 3 x 2 a y 1 
+ a y

_ Norml hot-wire dOto(Grxz844x10
°

) (a)-----cr3(a) (b) (c)
. I Uncertainty

*2 (95ycaeroge / V a 2 uz
2'v/ --on *yg- gf8U(T - T.) + E - 0 (1)

0 SO 2 Ox. 8--y a +Y n
'Ce) Mf (g)

-1 Uti /ultuv
:30 TurbulIent_ energy p9ont§~.

7tNr U a11 Uvl -q + - a =U + 1U T-

0 , ~ d 2Ox 82 y uv y 2 i9y p x
(a) (b) (c) (d)10 1(: + 0 v 0z

1+V 2  
_9-g + EU = 

0 (2)

Fig. 2 Reynolds shear stress and turbulent heat (e) (f) (g)

fluxes
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u a v21 v a__ v2 1I a P |1 I II9 I I -. uv 2V + 9__9

UO + V O 5 1 +V JV 4OuOv OuOv OuOv20x - + i--- + p ay Cv"20= 0y p -Ox-x+yT y O-z -z

(a) (c) (d) Ft of I'(ax) + _y- + t)2

V 09 27 OX 'y Oz
v+ C = 0 (3)0yZ, ,a ua t T ut + --2 Oy Ct = (v+a)( x~Wx+ ~--- + --- oy

(e) (g) zaz
_a vt D -vt + -vOt)

7U +W VL 71 1 OvS+Ct v= xT +v a)Ma Y Oy 9 Oz a2 a- -2j' 2 ay
-- a)---(-- In the above set, the terms (a)- (g) represent(a) (c) (d) advection, production, turbulent diffusion,

v a 2-2  velocity(or temperature)-pressure gradient cor-
2 a y2  relation, molecular diffusion, buoyancy production

and dissipation, respectively. The values of each
(e) (g) term in these equations are estimated by using

measured values and their balances are shown in
. ...olds shear sres Figs. 3- 5 and 8- 11. The budget of w2/2 is

- - aomitted, because of the difficulty in measuring
U -:-+ V a + v2 -L + --Oy the turbulent diffusion term 0 v--w2/a y. AsOx y y a y commonly done, we assume isotropy of dissipated

(a) (b) (c) motion, we estimate dizsipation terms as e u= E Y
-- =Ew- E/3 and Euv=Eut=evt=O. The e valueS - u a 2T is obtained by integrating the u fluctuation

Ox 9 y y . aspectra multiplied by square wave number. The

(d) (e) velocity-pressure gradient correlation,
temperature-pressure gradient correlation and dis-

- gA69 + Uv = 0 (5) sipation rate s t were evaluated as the closing
terms in the budgets from the measured values of

(f) (g) all the other terms in relevant equations. To
prevent confusion, less contributive terms are not

Temperature variance shown in Figs. 3- 5 and 8-11.
Figure 3 presents the balance of mean flow

U OP Vt + 7 OT O vti energy normalized by ur4/v. The energy produced
2 Ox 2 3y y 2 ay by buoyancy, which becomes maximum at yl- 10- 15,

is transported to the near-wall region by(a) (b) (c) molecular diffusion and to the outer layer by tur-
a 0 2 t + E 0 (6) bulent diffusion.. Also, part of the energy is
2 a yz  convected downstream. In the outer layer, the

mean flow energy is consumed for the production of
(e) (g) turbulent energy through deformation of the mean

Turbjjiejt, JeALf luxes motion by Reynolds shear stress, -ii(O U/O y), in
a way similar to the case in the usual boundary

u + a U - T a iv + - layer. However, in the inner layer, the turbulent
U V + - + uv + y energy is countertransferred to the mean flow---- 0 -y, y y through Reynolds shear stress, which never occurs

(a) (b) (c) in the ordinary turbulent boundary layer.
Sy v-- -_-_t The balances of the turbulent energy ui/2 and

t - t Y+ au- ) v-/2 normalized by UT
4
/v are shown in Figs. 4 and

y (y 5, respectively, The buoyancy production g'6 -

(d) (e) appears in the u7/2 balance. In the outer layer,
the sum of production te.ms due to buoyancy and

- g,6 + C ut = 0 (7) deformation of the mean motion is balanced with
the sum of turbulent diffusion, velocity-pressure

(f) (g)
a- - ou OT O-t-0.6

U-9 1 V 7 - 7t a + _V2 a y Grx=899x10' °  _uo UZ+ VaUi
a X Oay a O y aOy1 2 ax 2 ay

(a) (b) (c) -04 "

t 6 - (vt 5 -j- + a- 
__a )_P- -( t0 2 ay

(d) (e)

+ EVt=O (8) 0-
(g)

where, i) 0.2 "'"- ---------- ay
w here, g, U(T -T)

Oy 1- 04 / .... E
e U V[(o I + (-P-) + (1JU)] -

SO y a Z 0.6 , il, I m I

10 102  V0
C V V [('- + T. + (_X)2] y00' Y ' l z t ( 9 )
w Ox + y O--z Fig. 3 Balance of mean flow energy U12/2

x "Oy" Oz
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gradient correlation and dissipation terms. It is possible energy transfer process in the outer
apparent that the energy is transferred to the layer. In this region, the energy transfer can be
other fluctuating velocity components through the considered to be a similar process as seen in the

velocity-pressure gradient, while being usual boundary layer.
transported to the inner layer and outermost
region by the turbulent diffusion. In the near- -006
wall region, however, the marked energy production Grx=8.99x1 o  E a u
by the velocity-pressure gradient correlation -8x1
u(,9p/Ox) is observed, and is balanced with the -004 -i a -v
production due to deformation of the mean motion, Z a y
molecular diefusion and dissipation. Con- < I =
sequently, turbulent energy is countertransferred -0 02 -"u' 0 x

to mean flow through Reynolds shear stress. Such
an energy transfer process hardly appears in the

ordinary turbulent boundary layer, because the 0
velocity-pressure gradient term is generally con-
sidered to play a dominant role of energy
redistribution provided that the pressure diffu- 002 v 2 U-
sion is small.tt) ------- 2 Y

On the other hand, there is no buoyancy produc- 0

tion in the v-/2 balance. In the outer layer, the -J0 0F

energy v2/2, transferred from R-I/2 through the 004. .

velocity-pressure gradient correlation, is con-
sumed by dissipation and turbulent diffusion as in 0.06 I 1 illiii 1 1111i
the usual boundary layer., However, a large energy 10 102 103
production through the velocity-pressure gradient Y+

correlation v(O p/O y) is also seen in the near-
wall region. As mentioned above, because thp
velocity-pressure gradient correlation u(O p/O x) Fig. 4 Balance of turbulent energy u-i/2

plays a role of not a loss but a gain of Pi/2, the
production tirough v(Tj7ry) is never the -0.06
redistribution from that. This produced energy is Grx=8.99x10,
consumed by turbulent diffusion toward the outer
layer, molecular diffusion toward the wa and -004 1 a
dissipation._- 2 a

The energy transfer process in the thermally < -2y

driven boundary layer, which differs remarkably -0 02
from that in the ordinary turbulent boundary -002 ' OY
layer, is explained as follows. In the thermally
driven flow, the energy of fluid flow has its 0 u
source in the thermal energy supplied from a . . . .
heated plate. The balance of the thermal energy

(including the potential energy) may be expressed 002 v Oz
by the following equation with the boundary-layer 2 a Y2V)
approximation (Monin & Yaglom 1971):.

004

U T!IT + V T a T
a006 xI 

... yI 
, ,,,

I 0_ + - Op 1 10 102 y+ 103
+ l- U (T--g - T.) -- (u k + v- + w - )Cp P 0x y (

+ gflut - E - 1 ] 0 (10) Fig. 5 Balance of turbulent energy v2/2

In the above equation, the terms enclosed in the Energy Source
bracket are generally of very low order and (Heated Plate)

usually neglected for the thermal energy budget.

However, they are very important for investigating
the production and dissipation of mean flow and
turbulent energies. Thus, the terms are, in fact,
the buoyancy production, velocity-pressure _____Tq()

gradient correlation and dissipation terms in Eqs. E T[Eq.(10))

(i)- (4). Thermal energy is converted iLo
kinetic energy through these terms. Therefore, it - w -a .
is evident that the velocity-pressure gradient p- - [.
correlation plays a role of turbulent energy :2-w
production in the near-wall region where the ther- A IYAP
mal energy is very high. Moreover, it can be , . Oy v.

easily understood that the production rates near - 2
the wall for the balances of u

-
/2 and 

-
/2 become -_U

nearly equal, since destruction or conversion of E. (2) u
the thermal energy has no directional preference. 2 2l) - . - .2

An energy transfer process near the wall based g U(T
on the above discussion is depicted in Fig. 6.
This figure indicates that it is never unnatural 9- u
for the distributions of turbulent quantities to a-y
contrast markedly with those in the ordinary tur-
bulent boundary layer appearing near the %Rll as Fig. 6 Energy transfer process in near-wall
shown in Figs. I and 2. Figure 7 illustrates the region
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T (Eq (10) -03

E Grx=899xlO0

! P_ 1) -02 - a U
" '[Eq' (4))1--0 </ \O-v

2 (DU0

L-au
ay a '

gBU(T-T )0 -2 (Eq. (3))J-- 02-B

-- u 0 1
-~~ av-y 10 a0 y10

Fig. 7 Energy transfer process in outer region Fig. 8 Balance of Reynolds shear stress ii

There have been some theoretical studies using -0.3
turbulence models for the natural convection Grs=899x10'0
boundary layer (To & Humphrey 1986; Heiss, Straub
&2Catton 1988; Nagano, Yin & Tsuji 1989; Henkes & z0.2 - 0aT

Hoogendoorn 1989, 1990). Among these studies, -- tOY

on an assumption that a velocity fluctuation is -0.I 280y

composed of a forced-convection component and a
buoyancy-influenced component. This model
reflects to some extent the above-mentioned tur- , .-

bulent characteristics of the thermally driven ,. -_

boundary layer, since some production terms other / 8ods
than the buoyancy production gsud are con- -01
sequently added in the turbulent energy equation. (9x
For this reason, the profiles of turbulent quan T
tities shown in Figs. I and 2 have been well t0 2

predicted with this model.

The balance of the Reynolds shear stress nor-
malized by u,4/v is shown in Fig. 8. The produc 0.3 Iw I

' ' '  
I Ilti'lII , 11,,n,,!tion and velocity-pressure gradient correlation 10 102 y 10

are clearly the dominant terms through the whole

boundary layer region. In the near-wall region,the turbulent eriffusion also contributes to the Fig. 9 Balance of temperature variance -2

balance. The molecular diffusion does not appear

at all, although it contributes to the balance
near the wall in the usual boundary layer (Nagano
& Hishida 1985). The disappearance of the 0 Grx899x10'molecular diffusion results from the fact that 0 C- U T

Reynolds shear stress becomes almost zero in the y
near-wall region as shown in Fig. 2. a uvnl0

Figure 9 shows the balance of half the temperar e-ss ny
ture variance f/2 normalized by ur

2
tr

2
/v . The

maximum production of temperature fluctuations 1 1Y
occurs at y' 15, and the intensity of temperature
fluctuation becomes maximum there as seen in Fig
1. In the inner layer, the produced temperature variance t

fluctuations are transported toward the wall by
turbulent and molecular diffusions. This balance
shows little difference from that obtained in the ba01 -

usual boundary layer (Nagano & Kishida 1985; . -, - t

Krish'iamoorthy & Antonia 1987). - (i+ UjThe balances of streamwtse and normal heat

fluxes, uT and v-E, normalized by Ur3tr/v , are 0.2 --

shown in rigs. 10 and 11, rveupt~eivvly. The ut ',,' ''"'"! ""balance presents great complexity, reflecting the 10 102 y+ 101
peculiar sh distribution as shown zn Fig. 2. In
the near-wall region, the production term of ut

contributes as a large loss and is balanced with Fig. 10 Balance of streamwise heat flux ~
the other terms contributing as gains. On the
other hand, the - balance is mainly dominated by
the production and temperature-pressure gradient This balance has a resemblance to that in the
correlation. The normal heat flux is transported ordinary turbulent boundary layer (Nagano &
toward the wall by the molecular diffusion and Hishida 1985).

toward the outer layer by the turbulent diffusion.
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-0 3

Grx=8 99x10 '0 Grx =8 99x10'0

Z_ -02a - '2i2-T 300 _ _ /ru 1.0
ax e - --- u2.

-0.1 a 0 T - Z-U/P - 08

0200

/ •

p ay 100 7 0

0.2 'Y----- -i 0.2

0.3 ! IlIjIl111 I i ll tl I IItilll 0 'tll ~ i l  
I i iiiii l 0

1 10 102 10
3  1 10 102 10

Fig. 11 Balance of normal heat flux vt Fig., 12 Time scales of velocity and temperature
fluctuations

TIME SCALES OF VELOCITY AND TEMPERATURE FLUCTUA-
TIONS Henkes, R. A. W. M. & Hloogendoorn, C. J. 1989

Comparison of turbulence models for the
Time scales of velocity and te ocrature fluc- natural convection boundary layer along a

tuations, - u (= k/, ) and r t (- :,7/2)/e t), heated vertical plate. Intl J. Heat Mass
needed to construct a better turbulenALe model for Transfer 32, 157-169.
thermally driven flows, are presented in Fig. 12. Henkes, R. A. W. M. & Hoogendoorn, C. J. 1990
The time scale T u takes a profile corresponding Numerical determination of wall functions for
with those of the intensities ./u and /", since the turbulent natural convection boundary
the dissipation rate of turbulent energy is es- layer. Intl J. Heat Mass Transfer 33, 1087-
timated to become nearly constant in most of the 1097.
boundary layer as shown in Figs. 4 and 5. Pishida, M., Nagano, Y. & Tagawa, M. 1986
On the other hand, the time scale T t increases Transport processes of h.'t and momentum in
monotonously from the near-wall to the outer the wall region of turbu-ent pipe flow. In
region. Thus, the ratio T t/Tu varies with the Proc. 8th Intl Heat Transfer Conf., Vol. 3,
location in the boundary layer, whereas this ratio pp. 925-930. San Francisco.
appears to be fairly uniform in fo-ced convection, Krishnamoorthy, L. V. & Antonia, R. A. 1987
i.e., T t/r u0.5 (Nagano & lhishida 1985). This Temperature-dissipation measurements in a tur-
result indicates that the turbulence models mainly bulent boundary layer. J. Fluid Mech, 176,
based on the time scale of velocity fluctuation 265-281.
would fail to make a correct prediction of the Monin, A. S. & Yaglom, A. M. 1971 Statistical
thermal field (Nagano, Yin & Tsuji 1989). fluid mechanics. Vol. 1, pp. 52-59. MIT Press,

Cambridge.
Nagano, Y. & Hishida, M. 1985 Production and dis-

CONCLUDING REMARKS sipation of turbulent velocity and temperature
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ABSTRACT presented in §2 together with a summary of the more

This paper presents a numerical study of developing flow important features of the solver. Comparisons of the predicted

through a heated duct of square cross-section rotating in an and m n §3.

orthogonal mode. Two different turbulence models have been reported in §3.

employed. An effective viscosity model (EVM) and an
algebraic stress model (ASM). In both cases simplified 2. THE MATHEMATICAL MODEL
near-wall models were employed in which the solution of the

transport equation was not carried out. At moderate 2.1 The Mean Field Equations
rotational speeds the EVM heat transfer preiictions are found
to be in close agreement with existing measurements. At high The Reynolds and continuity equations describing the motion of
rotational rates rotational buoyancy effects are shown to turbulent flow in an arbitrarily rotating coordinate system may
become important. EVM predicted heat transfer behaviour be written
while still reasonable, begins to deviate from the experimental
one. The ASM model with a simplified near-wall extension
has been found to be even ;ess appropriate when rotational a 8OUjUi) aP + a { + 7 1
buoyancy is significant 6 a-Utj - "Xl [-U + i , "d ,j- vn

(1)

1. INTRODUCTION -
2 PCtpj fip Uj - p(flJXJfl - fljXil)j

How is the heat-transfer coefficient on the inside of a tube a (PUll -0 (2)
affected by the tube's rotation about an axis perpendicular to
its own9 The question is an important one to address in The local density p is related to the mean temperature f
designing the internal cooling passages of gas turbine blades. through
In the application in question the rotation introduces two body
forces- that due purely to rotation (the Coriolis force) and that
associated with the varying centrifugal force over the duct's p- Poe,/@ (3)

cross section due to the significant variations in coolant and the temperature is obtained from the energy equation
density. Moreover, these forces act both in the mean
momentum equations and directly on the turbulent velocity a a
fluctuations. The net outcome of these several influences is -(PUP) X - up) (4)
hard to foresee, still less to quantify The secondary mean TXJ ) jj - (
motion induced by Coriolis forces may be expected to increase
mixing while the Coriolis forces acting on the Reynolds stresses 3. THE TURBULEi4CE MODEL
will tend to suppress turbulent transport on the suction face
and augment it on the pressure surface. Reference to data of The turbulence stresses have been modelled in two different
vertical flow in s-rongly heated (stationar tubes indicates that ways; through an eddy viscosity model (EVM) and through an
for upflow (i.e. motion in opposition to the acceleration was o n e viscosity modell g
vector), near-wall turbulent transport is inhibited, while in algebraic second-moment (aM) closure. This modelling
downflow it is augmented - the effect on Nusselt number approach allows us to investigate the influence exerted by
being the reverse of that found in laminar flow [1). Just non- isotropic turbulence on mean flow and heat transfer
what the contribution of buoyancy might be in the presence of through rotating ducts. Earlier work carried out by the
the strong Coriolis-induced secondary motions found in both rotating and stationary duct flows 4,5 hasthes son o iontrotating shown that the flow equations need to be solved for the entire
tubes is open to questiin, flow domain including the viscosity affected near-wall regions.

The problem of predicting turbulent flow in rotating ducts has In the fully turbulent region of the flow both the EVM and

been a live one for several years since (at least in the case of the ASM models entailed the solution of t isport equations

fullyfor the turbulence energ (k) and its viscous dissipation rate

There has, however, been a dearth of experimental data: for (e). In this first set of developing flow computations only the

the uniform-density case just the admirable but limited k transport equation was solved across the wall sublayer

Ito-Nanbu [2] friction-factor correlation. In the case of heat regions. The near-wall e distribution was obtained from a

transfer, none of the available data seemed to have overcome prescribed near-wall length scale.

the problem of heat conduction effects in the pipe wall. This ka
situation has been greatly improved by the recent data of
Wagner et al. [3] who for the first time provide, for the case
of a square-sectioned duct, a sufficiently comprehensive set of (pUjk) - dk + PPk - PE (5)
data to allow one to discern the distinct contributions of
buoyant and Coriolis forces to the level of Nusselt number. 2
The pres.nt paper has focused on two test cases from this last a - d + CEI " Pk - C12 P (6)
study with the purpose of determining how successful different Jk
levels or engineering turbulence model are at capturing the where Pk, the generation of turbulence energy, contains mean
measured ther.. 4  behaviour. The models in question are shear and buoyant terms:
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au jxjf t - -jfjxl} (7) (13 + 6y*} exp (- 0.07y*) (20)

where y* - y.k (21)
and - - 1

0  
(8) V

p a

"When the EVM closure is adopted, the diffusion rate of the with y being the distance from the wall to the point in

various dependent variables is obtained from simple gradient question.

diffusion approximations Within the near-wall region the dissipation rate and turbulent

9 viscosity for the EVM are obtained from:,
- I + p - k, , (9)

- k3/2/Qr (22)_ 2 {axu auJ/ (0

uju k bj- Pt {~.+ Fi (10)
uiJ - vi X t - C i /k Q (23)

-lp - 0 (11) where

C - 2.5y( - exp (-0.263y*)
where the turbulent viscosity vt is obtained from Q - 2.5y(1 - exp 0.016y*) (24)

Pt - c/ k 2/c (12) The near-wall dissipation rate with the ASM is also obtained
from equation (23) but with PC defined asIn the case of the AS.M closure

d . tL 6a i + c, p t-iik }-} - k, (13) PC - 2.5y(l - exp(- 0.235y*) (25)

For fully developed flow in a straight pipe the above model
generates a broadly correct shear stress variation across the

2 2 sublayer. No attempt has been made however to satisfy the
tijuj - 'S 6jjk (I-c,)(Pij - N Pk b) limit of two-component turbulence.

k f(c, - I + f, + Pk/)
The flow equations are solved for a Cartesian coordinate

- I system rotating in orthogonal mode, Figure 1. The solution
w (Hij ~ Hk 5 iJ) domain covers a rectangular half-section of the square duct on

(c 7+Fs+Pk/() - (c,-l+fs+Pk/f) one side of the duct symmetry plane. A three-dimensional
parabolic solution procedure is employed. The solver, which
has been described in a number of earlier publications [4,9], is

0.061 ['"+ . Jexp(-y*/2.67) of finite-volume type with staggered locations for the velocity
+ ( i ux-Ij (14) and turbulent stress components, relative to the pressure. For

C(c, - I + f's + Pk/0 the discretization of the cross-stream mean flow convection,
the non-diffusive QUICK scheme is employed.

u - - C6 7 uiu j (I5) The cross-stream mesh consisted of 35 x 67 nodes, 10 of
which are located within the near-wall 1-equation region.

-au aui Earlier work on rotating and also stationary ducts [5,11] shows
where Ptj Uiuk Ou uk 'k that such a cross-stream mesh is sufficiently fine to reducenumerical errors to insignificant levels. A total of 200 planes

S2 i q qj + Cjpq -- were employed in the streamwise direction covering a ductipq length of 20 hydraulic diameters. The y+ value at the
_interface between the high and the low-Reynolds numbertflkXkkj - xikxjj regions was between 50 and 80.P

~ P' {fIkXkfil - flkflkx1} (16) 4. PRESENTATION AND DISCUSSION OF
P

$Prj is the wall echo part of the pressure-strain correlation COMPUTATIONS

approximated via the proposal of Gibson and Launder [6]. Two cases of developing flow through a rotating duct of square
cross-section have been computed, corresponding to inverse

The remaining terms in equation (14) have been recently Rossby number values of 0.12 and 0.24. In both cases the
devised from within the authors' group (7,81 in cider to flow Reynolds number was 25000 and the flow direction is
produce a simpie near-wall extension of the ASM model, away from the axis of rotation (outward flow). In solving for
These low-Re terms are empirical in nature and have been the thermal field a uniform wall temperature was prescribed.
tuned to give reasonable accord with experiment for fully The rotational Rayleigh numbers, based on the difference
developed flow in a non-rotating straight pipe. They also led between the wall and fluid temperatures at inlet are 2.5 X 107

to marked improvement of the flow field in flow through an and 108 for the lower and higher rotational speeds
S-bend (7]. The resulting near-wall stress model, though respectively The experimental study of Wagner et al. [3]crude in nature, nevertheless allows us to investigate the p o r the two cases.
influence of turbulence anisotropy within the viscosity-affected values for these two ca es.
sublayer on three-dimensional boundary layers. Here:

The hydrodynamic entry conditions that more closely resemble
those of the experimental study are those corresponding to

s exp (- y*/4) (17) fully developed flow in a stationary duct. As far as the
thermal field is concerned, the fluid enters the duct with

fw [1 - exp (- 0.12y*) ]1 + exp (- 0.03yA)] (18) uniform temperature. In the subsequent Nussclt number
comparisons, in order to minimize the effects of any

• 17 - a,k a/k a.'/k a/k- inconsistencies between the numerical and the experimental
dQ + , (19) entry conditions, the levels of the side averaged Nusselt

number values were normalized with those corresponding to
stationary duct flow at the same stage ,f thermal development.
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To distinguish clearly between the effects of Coriolis and scales) or from the basic ASM constitutive equation. Since

buoyancy forces, computations have also been carried out with virtually the same practice for obtaining c is adopted in both

p held strictly constant thus suppressing buoyant influences, the ASM and EVM schemes, the latter seems to be indicated.
Accordingly,, a further ASM computation was carried out in

Figure 2 shows the k- predictions of the mean flow which the rotational buoyancy terms were included only in the

development over the first 12 hydraulic diameters foi ' lower mean flow equations. The resulting computation, shown in

rotational speed case. They show that the Corio. iduced Figure 6, indicates that the high heat transfer levels along the

secondary flow gradually transports the high momentum fluid duct suction side are caused by the additional generation of

from the centre of the duct towards the pressure side, leaving turbulence due to rotational buoyancy. The fact that the

slow moving fluid on the suction side of the duct The corresponding EVM terms do not have a similarly strong effect

corresponding constant density flow predictions show no suggests that the generalized gradient-diffusion hypothesis, eq

significant differences indicating that at this combination of (11), which, in the ASM case is employed to model the

flow parameters, rotational buoyancy effects are of minor turbulent heat fluxes, is responsible for the greater influence of

importance. the buoyant generation terms. The over-estimate of the
suction-side turbulence levels is probably due to the current

Figure 3 presents the corresponding mean flow plots for the simplified version of the near-wall ASM model producing an

higher rotational speed case. Because of the stronger unrealistically rapid rise in the near-wall shear stresses which

secondary velocity, the rate of flow development is now faster in turn leads to excessively high buoyant generation rates of

than it was in the case of Ro = 0.12. The stronger Coriolis turbulence.

force also leads to the development of thinner boundary layers

on the pressure side and thicker ones at the suction side than The ASM predictions of the development of the mean flow

in the previous case. Another important observation is that field are shown in Figure 7. The secondary flow field is

there are now significant differences between the constant stronger and more complex than that resulting from the EVM

density and the buoyant flow predictions. Clearly at this computations. In the buoyant flow computations the ASM

higher rotational speed case rotational buoyancy effects play a predicts considerably thicker boundary layers along the pressure

major role in determining the flow development and for and top sides than the EVM. Along the suction side, the

outward flow they enhance the Coriolis effects. ASM model application results in thinner boundary layers.
The behaviour on the suction side appears to be consistent

Nusselt number comparisons between the experimental data and with the predicted Nusselt number developmen..

the EVM predictions are presented in Figure 4. At the lower

rotational speed (Figure 4a) the effects of rotation on mean

heat transfer are well captured by the EVM model. Exclusion S. CONCLUSIONS

of the rotational buoyancy terms from the flow equations does

lead to some deterioration in the EVM Nussclt number An ASM and an EVM closure have been employed to predict

predictions. Nevertheless the relatively small differences the development of heated flow in a straight duct rotating in

between the constant density and buoyant flow predictions orthogonal mode. In both closures only the k transport

confirm that rotational buoyancy effects are of minor equation was solved within the near-wall sublayer.

importance for this case Computations have been obtained for values of rotational flow
parameters encountered in blade-cooling applications. The

The higher rotational speed comparisons shown in Figure 4b EVM model predictions of the Nusselt number are in

reveal a different picture. There are now considerable reasonable agreement with the experimental measurements.

differences between the buoyant and non-buoyant flow These numerical computations also indicate that at high

predictions over the developing flow region but as the flow rotational speeds the rotational buoyancy has a substantial

approaches full development these differences with buoyancy effect on the flow development. When rotational buoyancy

effects included are substantially reduced. Nusselt number becomes important the EVM model fails to predict the full

predictions are reasonably close to the experimental data. extent of the attenuation in heat transfer observed along the

Nevertheless the experimental behaviour at Ro = .24 is not duct suction side.

reproduced by the EVM model with the same degree of

fidelity as that observed at Ro = 0.12 Along the suction side The replacement of the EVM by the more 'advanced' ASM

of the duct in particular, the observed strong reduction in the model has however led to the computation of considerably

side-averaged Nusselt number levels is not fully captured. higher (and thus even more unrealistic), heat transfer levels
along the suction side. The anomalous behaviour has been

The predicted development of the local Nusselt number over traced to the effective buoyant generation terms in the stress

the first 12 diameters is presented in Figure 5. The local budget. One possibility seems to be that, as direct buoyant

distribution of Nu appears to be consistent with the mean flow effects on the heei-flux field are not accounted for, eq (11),

behaviour The deviation from symmetry increases with excessive levels of the buoyant source terms in the

downstream distance and for a given position ;t increases with equations result Further efforts at unravelling the problem

rotational speed Another noticeable feature of the local will probably also require a more comprehensive treatment of

distribution of Nusselt number is the strong variation that the Reynolds stresses themselves in the viscous region.

dc.velops along the top side at the higher rotational speed.
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ABSTRACT cylinder but skin friction acting on the same part
of flat plate is reduced. This dissimilarity Is not

An experimental study was performed for a tur- a feature of giving any convenience in the analysis
bulent boundary layer disturbed by an insertion of of turbulent heat transfer but it is interesting
the LEBU ( Large Eddy Break-up ) plate. Skin- from physical view point. It is also important from
friction coefficient, heat transfer coefficient, and a practical view point becuase it suggests a pos-
averaged and fluctuating components of streamwise sibility of improving the heat transfer performance
and cross-stream velocities were measured. Quadrant of heat ex-changers while suppressing the increase
anialysis was applied to the measured fluctuatxng of pressure lose inside the heat exchingers.
velocity signals. Although the dissimilarity be- However, an Increase of total momentum loss is not
tween the momentum transfer and heat transfer was effectively suppressed in the case when a cylinder
conspicuous in a turbulent boundary layer disturbed is inserted. This is because the form drag of an
by a cylinder, it is not so strong in the present inserted body being an additional source of momentum

type of disturbed boundary layer. The difference loss is not small for a cylinder. In order to keep
between the two cases is discussed in terms of the the increase of total momentum loss at low level,
results of the applied quadrant analysis. another body having smaller form drag must be intro-

duced.
A Large Eddy Break-Up (LEBU), plate is known to

NOMENCLATURE be effective in reducing the wall skin friction
(Savill and Mumford (1988), Nguyen, Savill and

C', Skin Friction Coefficient 2 
2

T ,,/i P 2) Westphal (1987)) and has small form drag. There-
Cp Specific Heat at Constant Pressure of Fluid fore, its introduction into a turbulent boundary

[J/kgK] layer should be interesting from a view point that

H Cross-stream Position of a LEBU Plate (m] it can suppress a large increase of total momentum
H' Hole Size Parameter loss. However, unfortunately, there has been no
11 Indicator for Quadrant Analysis heat transfer study for the case when a LEBU plate
h Heat Transfer Coefficient (W/m 

2
K) is inserted into a turbulent boundary layer. Thus,

L Streamwise Widtn of a LEBU Plate [m] it is worth to explore if any dissimilarity can be

St Stanton Number ( = h/ p CpUe generated by the insertion of a LEBU plate as in the
T Mean Temperature (K] case with the insertion of cylinder or more simply
t Time [s) to see what are the effects on heat transfer to be
U Streamwise Mean Velocity (m/s]
u Streamwise Fluctuating Velocity [m/s]
v Trbulent Shear Stress [m

2
/s

2
].. 12 3 7

<uvi Fractional Contribution to Vv from the ith 5
Quadrant of u-v Plane (m2/s

2
] 6 0

v Cross-stream Fluctuating Velocity (m/s]
x Streamwise Coordinate Measured from the 12 9

Leading Edge of a LEBU Plate (m] o 11
y Cross-stream Coordinate Measured from the

Flat Plate Surface (m) I Entrance 5 Upper watt 9 Flat plate
6 Boundary Layer Thickness [m]

F Fluid Density (kg/m
3  2 Honeycomb 6 Test section 11 Suction blower

T Shear Stress Pa] 3 Screen 7 Main blower 12 LEBU plate

Suffix 4 Contraction chamber 8,10 Flow controller
e Free Stream
w :Wall

0 Undisturbed boundary layer Figure 1 Schematic View of The Used Wind Tunnel
I :Intensity

INTROUCTIO LEBU plate lteasurllg POint
INTRODUCTION /

An insertion cof cylinder into A flat plate t.r

bulent boundary layer is known to generate an inter-
esting feature of turbulent transport processes,
i.e. the dissimilarity between the momentum and heat 1400 _ _ X
transfer processes in the boundary layer (Kawaguchi, 1
Matsumori and Suzuki (1984), Suzuki, Suzuki and Sato
(1988), Suzuki, Suzuki, Kikkawa, Kigawa and
Kawaguchi (1991)). By the insertion of cylinder, Figure 2 Geometry of The Studied Flow System,
wall heat transfer is enhanced in the downstream of Coordinate System and Ceometirc Parameters
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caused by the insertion of a LEBU plate into a tur- the back surface temperature of the flat plate
bulent boundary layer. Thus, this article discusses measured with other set of thermocouples were sub-
the heat transfer data and some related turbulence stituted into the heat conduction equation. For the
data obtained for a flat plate turbulent boundary evaluation of radiative heat loss, 0.2 was used for

layer with an insertion of a LEBU plate. the emissivity of the stainless-steal surface.
Streamwise distribution of local Nusselt number ob-
tained with this method for a normal flat plate

EXPERIMENTAL APPARATUS AND PROCEDURES boundary layer was confirmed tc agree well with the
empirical equation given by Johnson and Rubesin

Experiments were performed in the wind tunnel (1949) over a whole streamwise positions of - 500mm

used by Suzuki, Suzuki, Kikkawa, Kigawa and , x < 840mm, if a virtual origin of boundary layer
Kawaguchi (1991) and its outline is as follows, development is assumed to be a position of 163mm

Figure 1 shows the schematic vLew of th wind tun- downstream from the )eading edge of the flat plate.

nel used in the study. [n order to establish the For the measurement of skin friction, a Preston
cross-sectional uniformity of the flow at the lead- tube of 1.2mm outer diameter was used. Conversion
ing edge of the flat plate, boundary layer developed from the presbure-difference ceading of Preston tube
on the floor of the wind tunnel was sucked into the into the skin friction was made by making use of the

beneath of the flat plate by an auxiliary blower 11. relationship proposed by Patel (1965).
Its floea rate vas adjusced with a controller 10. Measurement of mean fluid temperature was addi-
Main stream velocity was kept at 14m/s within an ac- tionally made by traversing a thin thermocouple c'
curacy of one percent. Main stream turbulence level 100 micronmeter diameter along y direction at
was below one percent, too. Streamwise non- several streamwise stations.
uniformity of main stream static pressure was mini- For velocity measurement, a hot-wire anemometry
mized by adjusting the slope of the ceiling of the was applied. Streamwise and normal velocity com-
wind tunnel except for an inevitable steep change in ponents, u and v, were maasured simultaneously with

the static pressure around the inserted LEBU plate. an X-wire probe. Hot-wire was a tungsten wire with
The magnitude of the pressure non-uniformity at- copper-plated ends of five micronmeter in diameter

taned was within one percent of main stream dynamic and of 1 mm in length. The output signals from the
pressure, anemometers were digitized on line at the sampling

Figure 2 shows the schematic geometry of the rate of lOkHz for each signal and recorded over
studied flow system together with some geometric about twenty seconds in a magnetic tape recorder.
parameters and coordinates to be used in the follow- Data processinq of the recorded signals were per-
ing discussion. A LEBU plate made of bakelite was formed later by replaying the tape with a computer

mounted in a position norml to the flow direction at the Kyoto University Data Processing Center.
and parallel to the flat plate at a streamwise sta- Through the data processing, the intensities of two

tion of 1400rm downstream from the leading edge of fluctuating velocity components, u' and v', were

the flat plate, where the thickness of approaching calculated. Additionally, quadrant analysis ( Lu
velocity boundary layer was about 28mm when no LEBU and Willmarth (1973), Senda, Horiguchi, Suzuki and
plate was inserted. The thickness of temperature Sato (1981)), was applied to the recorded fluctuating
boundary layer almost coincided the velocity bound- velocity signals.
ary layer thickness at that position. The thickness Quadrant analysis was devised in order to see

of the LEBU plate was 1mm but its streamwise width which of the four types of elementarj fluid notions
was changed in three steps. The space between the contribute ma3orly to the momentum transfer (Lu and

LEBU plate and the flat plate was also changed in Willmarth (1973)). Figure 3 shows the four types of
various steps. All the cases for which skin fric- elementary fluid motions corresponding to e-., of

tLon and heat transfer measurements were made are the four quadrants of u-v plane. At every Psmpling

tabulated in Table 1. time of velocity signals, the set of u and v signals
The surface of the flat plate made of bakelite is digitized and the signs and magnitude of the big-

was covered by thin staLnless-steel strips of 50 nals are examined. Depending on the sings an%1 the

micronmeter thickness, leaving the first part (from magnitudes of the two signals, the digitized se
' 
of

lOmm to 200mm downstream from the leading edge), un- the data is stored into one of the four quadrants or

covered. The first part was covered by a sand paper is discarded into the hole shown in the figure. the
to promote the laminar-to-turbulent transition of hole size can be controlled by making use of a Hole-
the noundary layer, The stainless-steel strips size parameter H'. The hole boundary in the u-v
glued on the flat plate surface were heated at al- plane is given by the following relationship:
most uniform heat flux (about ikW/m2), by passing an
alternating electric current through them. In order luvi = H'u'v' ()
to measure the streamwise distribution of surface
temperature, ninety alumel-chromel thermocouples of If the product between the instantdneous values of u
100 micronmeter diameter were attached to the back and v at a certain instant does nct exceed this

surface of the strip glued along the center line of threshold, that particular set of u and v data is

the flat plate. Non-uniformity of the local wall
heat flux due to radiative and conductive heat V
losses was taken into account in the evaluation of
local Nusselt number. Conductive heat loss towards u<0 u>0

the back surface of the flat plate was evaluated by V>0 V>0

making use of one-dimensional heat conduction equa- ejection outward
tion. The heat-transfer-surface temperature 2 1 interaction
measured with the thermocouples mentioned above and

Table 1 Streamwise Widths and Cross-stream u
Positions of LEBU Plate
.. . ... .. . .. . .. ... .. . .. wallward 3 4 sw eep

L/S H /6 intera ction V
o-o. 0.14 0.25 0.36 0.43 0.50 0.57 0.75 0.86 1.0 U<n U0

0.5 X X X X X x - X - X V<0 V<0
1.0 X X X X - X - X - X
1.5 X X X X X X X X X X Figure 3 Four Types of Elemetary Fluid Motions

in u - v Plane
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discarded into the hole. Otherwise, it is stored in friction coefficient measured at the same position
one of the four quadrants depending on the signs of for a normal flat plate boundary layer without an

u and v. Contribution from each quadrant or of each insertion of the LEBU plate. As already reported by

elementary fluid motion to Reynolds shear stress is others (Nguyen, Savill and Westphal (1987), Savill

calculated by the following conditional sampling: and Mumford (1988)), the value of Cf is reduced by
the insertion of LEBU plate. The shape of the dis-

<uv), = $ u(t)v(t)Il(tH')dt (2), tribution of Cf varies clearly with the value of
H/ 6 but not so much with the value of L/ 6 except

where for the case of H/
6  

= 0.07, where 6 is the thick-
ness of the approaching boundary layer at x = 0, the

1: when Eq.(1) is satisfied insertion position of cylinder. Increase of H/ 6 is

S(t, H')' =(3) effective to widen the region where skin friction is
0: otherwise

and
i1: when u > 0 and v > 0 10L16-_.5 0

i = 2: when u < 0 and v > 0
1 = 3: when u < 0 and v < 0

i = 4: when u > 0 and v < 0

RESULTS AND DISCUSSIONS Z0 '.0

The effect of an insertion of LEBU plate on skin C 1 1

friction is first discussed. Figure 4 shows some 1 .-

examples of the measured streamwise distribution of

skin friction coefficient, Cf, for several cases of 0 9 L6 1.5
different values of normal position, H, and of 0.8 H16=0.07
streamwise length, L, of LEBU plate. Cfo used in

the normalization of Cf is the value of skin 0 7I 2-10 0 10 xI6 20 30

------- (a) H/6= 0.07

0-_ - -0 o ab 9o- =0. 5

O. . S} o L/6l 0 5 1.c

"
H 07

0.6 11.5L/6 =0.569 L/=,

S1H0/6 0 0 07

1 0 H8 H/ 0 14
~OC - c -10 0 0X6 20 30

0.6 1 (b), H/ 6 =0.14

0o 0 o 0 9 ,,=

oJ
06 11 H0 0250_ /1 _ 0 0

.00 00 L 10

0.07t C L 0cnt

I - 0 
21.1

0 10 0 1IS03

(c) H/6 = 0.25

Figure 4 Streamwise Distribution of Skin Friction Figure 5 Streamwise Distribution of Heat Transfer
Coefficient Coef ficient
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reduced but it leads to shallower depth of the oent Stenton nu-iber and the skin friction coefficient is
of Cf distribution. Therefore, the introduction of p2otted )- F~gure 6 for all the cases for which the

LEBU plate is not effective to reduce the walV skin discributiuv, of Cf was presented in Figure 4. This

friction at such value of H/6 as of 0.86 or larger similarity parameter takes a value of about 1.2 in
than that. When H/6 = 0.07, the minimum value of the normal flat pjte turbulent boundary layer as

Cf becomes smaller with an increase of L/S . measured by Chl and Spalding (1966) if the working

Heat transfer data will next be discussed, fluid is air. When H/6 =0.07 or when the LEBU plate

Figure 5 sho'is the measured streamwise distributions is mounted very close to the flat plate, some

of heat transfer coefficient, h, obtained in the noticeable level of dissimilarity is attained when
three of the four cases for which the distribution L/ 6 = 1.0 and 1.5. However, the level of dis-

of Cf was demonstrated in Figure 4. In the case of similarity is low 3n all other cases.

H/6 = 0.86, heat transfer data are ommitted because Now, some other data will be presented and dis-

the introduction of LEBU plate is not effective to cussi-n will be given to the physical background of

reduce the wall skin friction in this case. The the difference found in the above between the

value of h is plotted in a form normalized with its present case and the previous case when the cylinder
counterpart measured at the same position for a nor- was inserted. Figure 7 shows the cross-stream dis-
mal flat plate boundary layer, hO . Solid circles tributions of averaged velocity and temperature
were used for the values of h measured at the posi- measured at x/ 6 = 2 for two cases of H/6 = 0.07 and
tions underneath the inserted LEBU plate. First, it L/ 6= 1.5 and H/6 = 0.14 and L/6 = 0.5. It is ob-

is clear from this figure that heat transfer is not served that the velocity field is disturbed by the

enhanced by the introduction of LEBU plate into the insertion of LEBU plate but the temperature field is

boundary layer. Since the shapes of the distribu- not seriously disturbed. This difference between

tions of h and Cf are a little different from each the two fields may not have been generated if the

other, a certain level of dissimilarity exists in LEBU plate was heated and its tempereture was kept

these cases. However, it is much less conspicuous the same as the flat plate surface temperature. The

than the one for a turbulent bcndary layer with the effect of heating of the inserted obstacle was not

insertion of a cylander previously studied by pronounced in the case when the obstacle was a

Suzuki, Kikkawa, Kigawa and Suzuki (19891. cylinder (Suzuki, Suzuki and Sato (1988)). However,
In order to see the degree of the dissimilarity in the present case, the overall level of dis-

generated in the present flow, the ratio between the similarity is rather low. Therefore, the effect of
heating of the immersed body is relatively stronger
and it probably cannot be ignored. The difference
between the degrees of the distortion appearing in

the velocity and temperature profiles due to the

I II

4 4G- L/6= 1 50
H16=0 07 - 40 L16=1 5
x16=2 0 H16= 007

30 0 x/6 = 2.0

* 30 3

0 0 LI160 5 - ? I 0
3- * Lo 16 Plate 0 F

0 L/6 1 p 0 >' 9 No LEBU Plate
0 L/6 1 5 20, 201

2 1*S0- 0 10-
SH16 =0 07

C1 0 O d o~ 0 ---0 , 00 001
0 05 

U
/Ue 1.0 0 0 5 1 0

- _ _ __(Tw-TI(tw-Te)

2 (aY HI 6 0.07 and L/ 6 = 1.5

H 136000 0 14 1 1_________

I I IO~ 00 N 0~ 40 0 11 0L6=0 5 4

O 9Q40 H16=0 14 40 L/=5
X16=2 0 H601

2 x/6 =2.0
00 H 16 z 0 25 30 3 3v

0 ,d) No LEBU Plate > 0 No LEBU Plate
20- 20P

H/6 = 0.86

10 10

00 C 0
0 1'0 20 x16 0 0.5 UUe 1.0 0 0.5 to

(b) H/6 =0.14 and L/8 = 0.5

Figure 6 Streamwise Change of Similarity Parameter Figure 7 Cross-stream Distributions of Averaged
(StarAton number/Skin Friction Coefficient) Velocitv and Temperature
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insertion of LEBU plate is more clearly observed for Figures 8 ,(a), through (c) show the cross-stream

the case when the LEBU plate is mounted closer to distributions of turbulence quantities obtained at

the flat plate. This may be related to the fact the two streamwise locations of x/
6 = 2 and 28.9 for

that the similarity parameter takes larger value a case of H/6 = 0.14 and L/6 = 0.5. Figure 8 (a)

when H/6 = 0.07 than when H/6 
= 

0.14. shows the distribution of u', the intensity of
streamwise velocity fluctuation, Figure 8 (b) the
distribution of v', the intensity of cross-stream

0.10 I I I I velocity fluctuation, and Figure 8 (c) presents the
distribution of -0, the Reynolds shear stress. At

0 x/6 =2.0 x/
6 

= 28.9, it is ]udged from Figures 4 and 5 that
O x/6 =28.9 the boundary layer has almost recovered from the

disturbance given by the LEBU plate. Thus, the
0 measured turbulence data at this position may be
0 00 taken to represent the ones for undisturbed boundary

0 0 0 - layer. At x/
6 

= 2, a certain noticeable level of
the reductions both of skin friction and heat trans-

0 fer coefficients are observed. However, at this

position, dissimilarity between the momentum trans-

0 fer and heat transfer is weak for the case of H/6 =
H/6 = 0.14 0.14 and L/6 = 0.5, as noticed in Figure 6.
L16:0 5 It is observed in Figure 8 (a, that the level of

u' at x/ 6 = 2 does not differ from the one at x/6 =

0.00 , 28.9 even in the middle of the wake and that the

0 10 20 30 40 disturbance generated by the inserted LEBU plate is
y (mm) weak. Similar feature is observed for the distribu-

tions of v' and -JV shown in Figures 8 (b) and (c).

(a) Distribution of u' Pa-ticularly, at x/ 6 = 2, turbulence level near the
wall, responsible for wall heat transfer performance
,Marumo, Suzuki and Sato (1985)), is reduced by the

0.10 I I insertion of the LEBU plate. Thus, this reduction
of near-wall turbulence level should have resulted

0 x/6 : 2.0 in the reduction of heat transfer coefficient.

* x/6 :28.9

0O- x/6 =2.0

0.05 2-*c3 0

00 cO 0 0
0 * ,, 0

0~G 0 0
H/6: 014 0 0 0 0 0
L6=0 5 0 0

000 In z oooOO 0 Q,

0 10 20 30 40 H/6=014
y (mm) L/6=0. 5

(b) Distribution of v' -2 1 2 40

0 10 20 Y( mm)30 40

6 H/6 0 (a) The Results Obtained at x/ 6
= 

2

H/O = 014,

5- L/60.5 o xl6=20 0 I I 

0 x/6 = 289 x 6 = 28.9

o 0DO e ,,,0 0 0 0 o

0 0 *I>_ <> 0O

H/6 =0. 14

* I I I I0 -1 1/6:0.50

10 20 y(mm) 30  40

1 I a I (- b) The Results Obtained at x/6 = 28.90 10 20 30 40 Figure 9 Cross-stream Distribution of Fractional

y (mm) Contribution From Each Quadrant to -0T0 i 1 (Outward Interaction)

(c) Distribution of -v 03 :i 2 (Ejection),
Figure 8 Cross-stream distributions of u', v' and i: = 3 (Wallward Interaction)

-uv <:i = 4 (Sweep)
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Figure 9 shows the results of the quadrant observed. Reduction of the contribution from the

analysis applied to the fluctuating velocity com- ejection and sweep events to the Reynolds shear

ponents measured in the present flow. The magnitude stress leads to the relative increase of the frac-

of the contribution from each quadrant to the tional contribution from the interactive fluid mo-

Reynolds shear stress obtained at various normal tions. This results in the weak dissimilarity. A]-

positions in two streamwise cross-sections of x/6 = though no distortirn appears in the temperature

2, close to the LEBU plate, and at x/6 = 28.9, where profile in the downstream of LEBU plate, the

the turbulent field has almost completely recovered, velocity profile is noticeably distorted. Fluid

The hole size parameter HI was set equal to zero in lumps or vortices origined from the wake region

this study. In the case of the boundary layer dis- should have lower streamwise momentum. When the

turbed by a cylinder located near the wall, it was wake is wider and deeper, such vortices are produced

found by Kawaguchi, Matsumori and Suzuki (1984) and more frequently. If such vortices are drove into the

by Suzuki, Suzuki and Sato ,1988, that the interac- near wall region, the intensification of the

tive fluid motions play an important role in gener- wallward interactive fluid motion can be achieved.

ating the dissimilarity between the momentum trans- However, to bring such vortices near to the wall,

fer and heat transfer. However, it is observed in realization of intensive turbulence field or, more

this figure that the insertion of LEBU plate dues specifically, intense cross-stream velocity fluctua-

not alter the intensity of interactive fluid motions tion, would be necessary. It means that the wake of

significantly. Since the magnitudes of contribu- the immersed body must be wide to some extent or

tions from e3ection and sweep events are reduced that the form drag of the immersed body should not

near the wall as seen in Figure 9, the relative mag- be small. This indicates that a certain level of

nitudes of the fractional contributions from two dissimilarity can only be attained at the expense of

types of interactive fluid motions are raised, using a body having larger form drag.

These should give the physical background from a

view point of turbulence structure for the weak dis-

similarity found in the present case. REFERENCES
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ABSTRACT into a uniform cross-fiow (e.g., Moussa, Trischka and

The evolution of a heated round air jet injected into a Eskinazi, 1977).

cross-flow from an elevated source in the form of a circular With respect to the ground level source, previous
tube has been investigated experimentally. It is found that resuits (e.g., see Fric and Roshko, 1989) have established
a counter-rotating pair of vortices is generated at a down- that, when the ratio of the initial jet velocity to the cross-
stream locatio i corresponding to approximately one initial flow velocity exceeds about 1.5, the near field of the flow
jet diameter from the source and that quasi-periodic involves distorted shear-layer ring vortices at the periphery
KSrmin-like coherent structures occur in the wake of the of the bending jet and wake vortices aligned approximately
jet. Moreover, the results suggest that the vorticity associ- with the initial jet direction. Moreover, Fric and Roshko
ated with the wake structures originaes in the boundary (1989) have shown that, upstream from the jet, a horseshoe
layer vorticity within the tube. vortex system is generated at the ground-level surface con-

taining the opening from which the jet is discharged. As

NOMENCLATURE the jet bends and moves downstream, the action of the pres-

D - initial jet diameter, mm. sure forces and lateral shear produced by the cross-flow
causes the initial circular shape of the jet to change to a

f - frequency, Hz. characteristic kidney-shape, with attendant development of

R - ratio of the initial jet velocity to the cross-flow the pair of counter-rotating vortices that are the dominant

velocity, dimensionless, large-scale feature in the far field of the flow. (These vor-

So - autospectrum of tne fluctuating temperature com- tices, which are attached to jet, are readily observed in
ponent, C2S. smokestack-plumes and have been described in detail by

Turner, 1960.)
t -time, s. In the case of the elevated source, the detailed struc-

T - instantaneous temperature, 'C. ture of the flow is more complicated than it is in the case of

T - mean temperature, 'C. the ground-level source, in that the former case involves the

T o  - ambient temperature, 'C. wake of the elevated source as well as that of the jet.

0 - fluctuating temperature component, C. The present work concerns an experimental investiga-

0' - root-mean-square temperature, '. tion of the turbulent jet-flow that results when a heated cir-
cular jet is injected perpendicularly from an elevated source

P0 - autocorrelation of the fluctuating temperature into a uniform, steady cross-flow. This investigation was
component, dimensionless. undertaken in an effort to gain further insight into the struc-

- time lag, ms. ture of this flow. Here, mean and root-mean-square (RMS)
streamwise velocities and temperatures, and autocorrela-

INTRODUCTION tions and autospectra of temperature signals are presented.
(It may be remarked that, by virtue of the heat-mass

The behaviour of a turbulent jet in a cross-flow is of transfer analogy, the temperature of a heated turbulent jet in
considerable importance with respect to technological a cross-flow is analogous to the concertration of effluent
applications involving mixing, the operation of V/STOL within a polluted jet emitted into a cross-wind, with
(vertical or short takeoff and landing) aircraft, and the high/low temperatures corresponding to high/low concen-
dispersion of effluent discharged into the atmosphere or trations; accordingly, the findings of the present work are of
rivers. Such a flow is also intrinsically interesting, relevance to problem of air pollution caused by the continu-
inasmuch as it represents a complex turbulent shear flow ous release of waste gases from smokestacks.)
whose detailed structure is not fully understood.

There have been numerous studies on a round jet EXPERIMENTAL DETAILS
injected perpendicularly from a ground level source into a
uniform, steady cross-flow (e.g., Keffer and Baines, 1963; The experiments for this investigation were performed
Kamotani and Greber, 1972; Andreopoulos and Rodi,1984; in the variable-speed low-turbulence recirculating wind tun-
Broadwell and Breidenthal, 1984; Sherif and Pletcher, nel situated in the UTME (University of Toronto, Mechani-
1988; Fric and Roshko, 1989.) In contrast, there have been cal Engineering) Turbulence Research Laboratory.. This
very few investigations dealing with the case of a round jet tunnel has a test section 3 m in length and 0.91 m by 1.52 minjected from an elevated source (such as a chimney stack) in cross-section and a speed range of about 1 nis to about

15 m/s. The jet was produced by means of a smooth tube
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approximately 0.3 m in length and 50 mm in diameter (D), influence on it to cause it to bend over. Its vertical momen-
through which isothermal or heated air could be discharged turn, however, enables it to continue to rise, relatively
at two different ( average ) velocities, slowly, as it moves downstream. Moreover, it can be

Preliminary experiments were performed with the jet inferred from Fig. 3 (the RMS results) that, in the near field
unheated. of the flow, the interaction region below the centreline of

The tube, which will, henceforth, be referred to as the the jet, involving the 'jet-wake' and the 'stack-wake', is
stack, was located at the upstream end and along the wide (in the y-direction) and diffuse in comparison with the
centre-li-e of the tunnel and orientated perpendicular to the interaction region above the jet centreiine, which is rela-
streamwise direction (i.e., the direction of the wind-tunnel tively narrow and sharp.

flow). In the case )f the heated-jet experiments, tie tem- 4.0
peratuie at the stack-eit was approximately 40 "C above
the ambient temperature (TO) and the velocity approxi-
mately 13.7 m / s, so that the Reynolds number of the jet at
the stack exit was about 34,000.

A Cartesian cooroinate system was employed, with x 3.0
in the screamwise direction, y in the lateral or vertical direc- x

tion and z in the spanwise direction (perpendicular to the

stack-axis). The origin of the coordinate system was taken
to be at the tip and in the centre of the stack. *

Mean ard RMS velocity measurements were obtained Q 2.0 .
with a DANTEC 55Pl1 normal hot-wire probe, in con- x
junction wi a DANTEC 55M constant-temperature-
ane" -meter system. Mean temperature measurements were X

obtained with a rake of ten (10) type J thennocouples and
a Thermo Electric ELPH 4 thermocouple-indicator. Tein- 1.0 Jet Traiactory
perature signals were obtained with a DANTEC 55P31 * Mean Velocity Based
resistance t mometer (or cold-wire probe), in conjunction/ x RMS Velocity Based
with a DA:,TEC 55M constant-current-anemometer Sys Keer & Batnes

tern. These signals were low-pass filtered at 2 kHz and digi-

tized by means of a 12-bit A/D converter attached to a 0.0) I

PDP-11 computer. The digitization rate was chosen to be 0.0 1.0 2.0 3.0 4.0 5.0 6.0
5000 points per second (to prevent aliasing), and the digital x/D
signals were processed on a DEC MICRO-VAX worksta- Fig. ]. Centrcline jet trajectories for R=2.0.
tion. The length of each signal processed was approxi-
mately 36 seconds (equivalent to 180,000 points). Meas
urements were taken at various y/D locations, ranging from .
about - 2.0 to 10.0, and various x/D locations, ranging

from about 1.0 to about 35.0, for vali, , of the ratio of a --
initial-jet-velocity to cross-wind-velocity ki) ranging from
about 1.0 to about 4.0. , 0 "

RESULTS AND DISCUSSION 2

Centreline Jet Trajectories 0
In Fig. 1,, centreline trajectories (i.e.. y/D versus x/D

plots) based on the present mean and RMS velocity- 2 0 0 0 1520

measurements for R = 2 and the centre-line jet trajectory 0/5
based on mean velocity-measurements for R = 2 reported 63 -cey x/,

by Keffer and Baines (1963) are presented. It can be seen Fig. 2. Vertical centre-plane aean velocity
that there is general agreement anong the results. The iso-contours for R=3.0.
detailed behaviour of the present trajectories and that of the
Keffer-Bamies trajectory are different, however. This _____

difference can be attributed to the influence on the present
results of the wake behind the stack. a

Vertical Centre-Plane Mean and RMS Velocity Iso- 4,

Contours
Mean and RMS velocity iso-contour plots pertaining to

the vertical centre-plane of the flow (z/D = 0.0) serve to
depict the spread of the jet and its interaction with the
cross-flow and the wakes behind the jet and the stack. Fig- -.2
ures 2 a- 3 show the mean and RMS velocity isot, intours 0 5 ,o 20

for R -- 3.0. As can be seen, the jet undergoes a sigmficant - Chimney x/D
initial rise within a downstream distance corresponding to a Fig. 3. Vertical centre-plane , S veloci-:ty
few stack diameters before the cross-flow has enough iso-costours for R-3.0.
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Figures 4 and 5 show the mean and RMS temperature Mean and RMS Temperature Profiles
iso-contours for R = 2.3. These results are entirely con- Mean and RMS temperature profiles pertaining to the
sistent with the velocity results (Figs. 2 and 3) as regards vertical centre-plane of the flow ( z/D = 0 ) and R = 2.3 are
the jet rise and the upper and lower interaction regions presented in Figs. 8 and 9. As expected, the shapes of these
(above and below the jet centreline). In addition, since tern- profiles are highly asymmetrical initially (for x/D < - 15)
perature acts as a tracer, enabling the 'hot' jet fluid to be but tend to become symmetrical as x/D increases, with the
distinguished from the 'cold' fluid in the 'jet-wake' and in mean profiles attaining symmetry by x/D - 15, much before
the 'stack-wake' below the jet, as well as the 'cold' fluid in the RMS profile do so. The profile shapes in question are
the free-stream above the jet, the results in Figs. 3 and 4 in conformity with the fact that the lower interaction region
serve to establish that, on the average, the heated jet fluid is wider and more diffuse than is the upper interaction
does not penetrate the wake of the stack (the upper end of region. Moreover, it is evident that the jet is fully turbulent
which is located at y/D =0.0); and they serve to define not by x/d = 3, there being no 'flat regions' in the profiles
only the average centreline of the jet but also its average obtained at this location, and it appears that the mean tem-
upper and lower boundaries. The configuration of these perature field is self-similar at and beyond x/D -- 15.
boundaries indicates th.. the jet spreads relatively slowly
with increasing x/D. Intermittent Temperature Signals

Figures 10 and 11 show typical segments of tempera-
Cross-Stream Mean Temperature Iso-Contours ture signals measured in upper and lower intermittent

While the previous vertical centre-plane plots (Figs. 2 - regions above (Fig. 10) and below (Fig. iI) the centreline
5) allow the overall spread characteristics of a jet in a of the jet at x/D = 3 for R = 2.3 . It is evident from these
cross-wind to be obtained, they do not provide a picture of signal segments that, as expected, the temperature levels in
the averare cross-sectional shape of the jet. On the other the upper region of the flow are higher that those in the
hand, mean temperature iso-contour plots for ?. hefited jet in lower region, and the upper interface separating the heated
a cross-wird provide such a picture. Typical examples of jet fluid and the isothermal free-stream fluid is much
such plots are presented in Figs. 6 and 7, which pertain to sharper than the lower interface separating the jet fluid and
x/D = 1.0 and x/D = 10.0 respectively and R = 2.0. Thzse the wake fluid.
plots display the expected features. To be specific, the con-
tour lines are more closely-spaced in the upper part than in
the lower part of the flow, especially for the near field (Fig. Autocorrelation Functions and Auto-Spectra of Tern-
6), indicating that as one moves towards the cental region perature Signals
of the heated jet from the isothermal free-stream region, a Autocorrelation functions and auto-spectra of the tern-
rapid temperature increase occurs; whereas, as one moves perature signals obtained at x/D =3 for R = 2.3 (segments
towards this region from the 'jet-wake' and 'stack-wake" of which are shown in Figs. 10 and 11), are presented in
regions, a gradual temperature increase occurs. Moreover, Figs. 12 - 15. The results pertaining to the lower intermit-
the kidney-shape of the cross-section of the jet, as described tent region of the flow (Figs. 13 and 15) reveal that it is
by Keffer 'td Baines (1963) and others, is clearly evident characterized by a distinct frequency-centred activity, i.e.,
(Fig. 6). A comparison of the isothermal-contour plots the quasi-periodic passage of hot jet fluid, there being a
obtai ed at various downstream locations (e.g., Figs. 6 and marked peak in the autospectrum at a frequency of about 50
7) establishies that the cross-sectional shape of the jet Hz and a noticeable periodic oscillation in the autocorrela-
evolves from the kidney-shape in the 'near field' to a tion function with a period of 20 ms. In contrast, the results
roughly round shape in the 'far field'. We note that the pertaining to upper region of the flow (Figs. 12 and 14)
occurrence of the kidney-shape at x/D = 1.0 is cor sistent establish that no such frequency centred activity exists
with the findings of Fric and Roshko and indica' ; that the there.
counter-rotating pair of vortices referred to previously The frequency-centred activity in the lower region can
begins to form quite early in the evolution of the flow. be ascribed to the presence of Kdrrnin-like vortices in the

-------- - o2 ----

0

x/D

Fig. 4. Vertical centre-plane man temperature iso-contours for R=2.3.
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Fig. 5. Vertical centre-plane RMS temperature iso-contours for R=2.3.

wake of the jet. (It should be mentioned that the frequency An inspection of autocorrelation and autospectra
at which the autospectral peak in question occurs is twice obtained at various y/D locations between -2.0 and 10.0 and
the Strouhal frequency, 0.21 UoID, based on the stack diam- various x/D locations between 3 and 35 reveals that the
eter, D = 50 mm, and the cross-flow velocity, U0 = 6 m/s.) frequency-centred activity (centred at 50 Hz) in the lower

It is interesting to note that, on the basis of their exam- region of the flow becomes increasingly randomized as x/D
ination of a jet injected from a ground-level source into a increases and, as indicated by Figs. 16 and 17, ceases to
cross-flow, Fric and Roshko (1989) reached the conclusion exist at and beyond x/D - 15. This inspection reveals as
that the vorticity in the wake of the jet originates in the well that frequency-centred activity with a characteristic
cross-flow boundary layer upstream from the jet. Clearly, frequency equal to the Strouhal frequency of 25 Hz begins
this conclusion is not supported by the present results, to develop at x/D - 15 in the upper intermittent region of
which imply that the vorticity in the wake of the jet exam- the flow. This activity, although not as intense as that in the
ined here originates in the boundary layer vorticity within near field of the lower region (see Figs. 13 and 15) is well-
the stack, i.e , this jet 'does shed some of its vorticity'. We established by x/D = 25, as is clearly evident from Figs. 18

note that the boundary layer vorticity within the stack is and 19, and appears to persist (with much the same inten-
also the source of the vorticity for the distorted shear-layer sity) beyond x/D = 35.

ring vortices that are formed, in the near field, at the peri-
phery of the jet.

I "l ' I I ' ! I I I F '

3

2

-0 z/D
z/D

Fig. 6. Cross-stream mean temperature Fig. 7. Cross-stream mean temperature

Lso-contours at x/D=I.- for R=2.0. iso-contours at x/D=10.0 for R=2.0,
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It is speculated tha: the far-field frequency-centred
activity in the upper region of the present flow is a manifes- 6

tation of coherent structures resulting from quasi-periodic
coalescing of the heated distorted shear-layer ring vortices
at the periphery of the bending jet, which are formed with a
characteristic frequency much greater than the Strouhal fre- .

quency. Both the far-field ring-vortex coalescing (in the Eo
upper region) and the near-field vortex shedding from the E
hot jet (in the lower region) are believed to be governed by
the relatively intense Kirnn vortex street generated by the 2
stack, via some type of 'lock-in' mechanism. (It should be
emphasized that this Kttrmdsn vortex street is not detectable
by means of temperature signals because the fluid involved
is cold; however, it is detectable by means of velocity sig- 0
nals.) Accordingly, the frequency characterizing the far- t(s)

field frequency-centred activity in the upper region of the Fig. 11. Temperature signal at x/D=3.0

flow is the same as the Strouhal frequency associated with and y/D=0.5.

the Kdrmin vortex street; and the frequency characterizing
the near field frequency centred activity in the lower region
is twice this Strouhai frequency.

I * \

2 , ;

a z : o 15,* 9 " ( S

0 10301~ 30
0/D Fig. 12. Temperature autocorrelation function

Fig. 8. Mean temperature profiles for R=2.3. at x/D=3.0 and y/D=3.9 for R=2.3.

00

2 I 0 1 2 3 4 5 6 7 8 9 10 0
y/D

Fig. 9. RMS temperature profiles for R=2.3.

Fig 13. Temperature autocorrelation function
at x/D=3.0 and y/D=0.5 for R=2.3.
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Abstract

A one-dinensional scalar adaptation o the Proper
Orthogonal Decomposition was applied to data taken
in a lobed imi\er flow field The streamwise velocity
data was obtained using a rake of 15 ,ingle comipo-
nent hot-i tres Through the application of the Proper
Orthogonal Decomposition the amount of streaniNN ise
tui bulent kinetic energs contained in tie xai ious proper

orthogonal modes %%as examined for two different down-
stream locations The large eddy or domiiant mode
was shown to have a significant decrease in this energy
between 100 and 150 mni downstreai from the lobe
It tall be argued that this decrease in energy repre-
sents the break doNn of the large scale streamwise h
ortical struct are A pseudo flos,, iualizaion tech- V

nilque was also employed to help isualie iis proces [igure I Lobed Mixei Enhancing Stieamwise Voiticity flom

Introduction \,,Ile et [11291

I he existence of large scale structures in a lobed mixe palted in the third Eckerle et al[7] conducted a study, in the

flow field was examined through the application of a one- iame facility used in this wo k, using a Laser Dopple Anemo-

dimensional scalar Piope Oithogonal Decomposition (POlD) memetei They documented that the three regions reported

A lobed mixer is a de% ice t hat iduces rapid mixing through by Weihe et al[29] could be shifted by changing the velocity

the enhancement of the stimeamwise vorticity A cartoon rep- ratio across the lobes. It was also deduced fioia their iesults

resentation of this is shown it) figure 1 where the lobed mixer that the seeds of the large scale sortices originate from the

is depicted as a convoluted flat plate mixer The exitence boundary layer of the lobed mixer.

of large scale structure in ie free shear layer behind a flat Lumley[19] suggested using the POD technique to objec-

plate was first reported by Biown dud Roshko[3]. IonradflI tively identify coherent stiuctures or "large eddies" in a tur-
was among the first to report evidence of streamwise ahlgned bulent flow. The method was first applied to the wake behind

vortex tubes embedded in the large scale structures found a cylinder by Payne[2-11 The results of this study showed

by the flow visuahization- of Biown and Roshko Liui[171 that the energy content in the dominant eddy was not sig-

and references therein hdve attributed the foimation of the nificantly larger than that in subsequent eddies Bakewell

three-dimensional %ortex structure found in free shear layers and Lumley[2] applied the technique oii measurements taken

to fiy'diodynainic-instabilmty miechanisms In a. mole reent in the neai wall region of tuibulent pipe flow. These iesults

study by Lasheras arid Nleiburg[15] a pet odicly perturt)ed were more conclusive than the previous experiment, showing
plate was used to generate the sham layer 'Ihis was doie the donunant eddy to contain 90% of the total streamwise tur-in an attempt to study the mechansms that form the three- bulent energy Moin[211 applied the POD to data generatedimensional structure They foumd that the steamw se vor- by a large eddy simulation of a tmubulent channel flow Hisdimesioal trutur Thy fund hatthestiamwse or- results showed that the dominant eddy contained up to 64%
ticity could be manipulated b) applying different pertuimba- (o in d coiiied uppe4
tions to the uipstream flow conditions It was also found, of the turbulent kinetic energy MoI and Meca22] applied

for the ease of the eriocicly peituirbed flat plate, that the lthe PO) to tui bulent channel flow data geneated by a direct

counter-rotating streamwise voitmcal stuctues uere enibed- numerical simulation In their decomposition the uonnnant

tled in the braids, of coitmiedting consecutive K~ailman iti eddy was found to contain as much as 76% of the utmbulent
kinetic energy Ilerzog[13] utilized the POD tehnique-on hot-

In the same tinie lerlod more applied stuiies were be- fi measurementa takei in the near wail region ofa turbulent

ing conducted on flow fields downstream- of lobed mixers boundary layer The results obtained showed that the don-
inant cigenmode contained appoxiinately 60% of the totaltsnfw oielTetdy thed stretaileflow eo asuyents ln kinetic energy, consistent with the results obtained by Moin

this flow field he study showed strong secondary flows along M 0 . f 1 . ] ap!i

with streamwise voi ticity with a spatial extent approximately - -L -1, I , -it -_ '

equivalent to the lobe height A later study (v. Werle et the POD to the nea field region of a turbulent axisynimetric

a1129]) showed the flow field downstream of the lobed mixer let Their results showed that the first eigenmode contained

could be broken up into three distinct flow development re- ippro%;mately 10% .f the ttal turbulent kinetic energy arid

gions In the first region the streamwise vortex tubes began that an accurate representation of the flow field can be ob-

to develop, became fully leveloped ii the second and dissi- tained by using only the first three eigenmodes Sirovich et
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a1125] applied the decomposition technique to turbulent con- 7 (
vection flow simulations, for the case of stiess-free bound- 11 R(x,r',YY',(,r)e-a'('kl'/}drd¢_=
ary conditions. For their flow conditions, the first eigenmode 'u(x, x', y, y', f, ki), (3),
contained 43% of the kinetic energy with 60% of the energy
being represented by the summation of the first five modes. where = z - z' and = t - '.

Chambers et al[4] utilized the POD to examine Monte Carlo Using this cross-spectral tensor as the kernel, equation 2

simulations of a randomly forced Burgers" equation with zero reduces to;

velocity boundary conditions. They showed that the num- fD, x , ' ("x', ' '
ber of proper orthogonal modes needed to reproduce 90% of f I
the total energy increased with WReynolds number. Delville et A(")(f, kl)O,(")(x, y, f. ki), (4)
al[6] applied the POD to tie turbulent wake downstream of where the Vn's are the frequency anoi wavenumber dependent
a flat plate, using a rake of 21 single component hot-wires, eigenfunclions and x and y denote the remaining inhomoge-
placed perpendicular to the plate. They found that 70% of neous directions (see figure 2) It should be noted that thisthe mean-square streaunvise elocity was recovered within the flow has two directions of strong statistical inhomogeneity.
first three modos. Glezer et al[12] developed an extension to As a first step in analyzing this flow only a one-dimensional
the POD capaki, of dealing with flows in which long term cor- version of the POD was applied. This involves obtaining th-
relations measurements are not possible, This extended POD one-dimensional cross-spectral tensor in the cioss lobe diiec-was applicd to a time periodically forced pla, ne mixing layer
They found that as much as 78% of the information, collected tion (x) and then solving the following integral eigenvalue

from a rake of 10 wires placed in a cross-stream orientation, problem;
was recovered with a 3 mode reconstruction [ ii(, z', f)mI")(x', f)dx' =

In the study discussed here multi-point hot-wire measure-
ments were used to obtain the one-diniensional cross-coi relation A(n)(f)Vi)(x, f). (5)
tensor needed to apply a one-dimensional version of the POD. The process of solving this eigenvalue problem was carried
Measurements were taken using a 2 1 elocity ratio across the out at both downstream locations separately. The eigenmodes
lobes. The evolution of the large scale structures were evalu- obtained from equation 5 are ortho-normal and can be used to
ated between 100 and 150 mm downstream of the lobed mixer. recoistruct the original velocity field (which was decomposed
The evaluation %,as done by reconstructing the original veloc- through Fourier analysis) in the following manner;
ity field so that techniques such as pseudo flow visualizations
could be applied (v Delville et al[5J and Ukeiley et al[28]).
The streamwise tuibulent kinetic energy content of the large fi(x, f) = a,(f)¢{'(x, f), (6)
scale structure along a th other tuibulence properties were
compared at 100 and 150 mm doanstream fiom the lobe as where the random coefficients a,(f) are calculated by,

ell.(f) = J O(x, f)'(, f)dx. (7)

Proper Orthogonal Decomposition In the previous equations -a, is the Fonier transform of the

In 1967 Lumley[191 proposed the POD as an unbiased plio- streamwise velocity component. The energy spectrum can
cedure for identifying large scale structures in turbulent flows also be obtained from,
It is based on decompcsing the strongly inhomogeneous direc-
tions ii the flow into or hiogonal modes using the Karlhnien- S(, f) P lum{)(f)4")(x, f)w'l(x, f), (8)
Loeve expansion[IS. If the candidate structure, O, is pro-
jected onto the velocity "ector field, fr(f,t), as sho -ii below, where At')(f) are the eigenspcctr:a
the result is the structure with the largest mean-sqt are pro- The numerical approximation, detailed by Glauser et al[9],
jection on this velocity field;, simply consists of replacing the integral in equation 5 by

-2 an appropriate quadrature rule (in this study a trapezo*dal
6 4M - Ia! . (1) rule) lsi(x,x',f) is then obtained from experimental mea-

Equation I is assumed to be normalized by the modulus of sureinents and utilized in equation 5 to obtain the eigenvalues
since it is the degree of the projection that is of int rest and eigenfunctions These eigenfunctions and eigenvalues are

arid not the amplitude. Through the use of calculus of wara- then utilized to reconstruct the original random velocity field
tions, this maximization process leads to the following integral as well as velocity spectra.
eigenvalue problem,

fif f R, (Y,Y,t, t')0(') (X, t')dx-dt' = P() 0!")(1, t) (2) Experiment

The kernel of equation 2 is the velocity cross-correlation ten- The facility used in this experiment was split down the
sur, R,(i, ',t,1') = u,(Z, t)u,(.?,t') Since this tensor ex- center, by a steel plate, with separately controlled blowers on
lhbits sxmnmetrical features the solutions to tins problem are either side. A front view of the test section a ith the contours
governed by the Illbert-Schn-ndt theory (,,. Lumley[20]) of tne lobed mixci superimposed on it is shown in figure 2

The POD reduces to the Harmonic Decomposition in di- The flow conditions at the inlet were documented by Eckerle
rections hich are either homogeneous, stationary or periodic et al[71. They found that the boundary layers on the plate
implying that Fiurier analysis should be used in these ditec- were turbulent with an approximate 1% turbulence intensity

in the core flow A rakp of hnt-wireq waq plared at y=29 S
In the lobed mixer flow, the dow-istream direction (z) (see mm (see figure 3) for both 100 and 150 mm downstreamn from

figure 2) is assumed to be locally hom.geneous for a first order the lobe Figure 3 is an expanded % ic% of the box marked
approximation and time 1s stationary. By applying Fourier testing crea in figure 2 The hot-wire rake (v Ukeiley et
analysis to the cross-correlation tensor, the cross-spectral ten- a1127]) consisted of 15 probes e~euly spaced across a full lobe
sor is obtained as follows, width.
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050
A persona] computer based data acquisition syhtem was 00 0 2 0 4 0 6 08 1 0

emploxcd to collect the data It consisted of a Zenith 21S X/Lobeheight

computer, a MetraByte DAS-20, 16 channel, 12 bit A/D cm-
verter and four MetraB~te SS11-4 simultaneous sample and Figure 3 Mean Streamwise Velocity Aciess Lobe y= 2 8 .5,
hold boards All data was sampled at a rate of 3 kllz with 5=!50 mm
low-pass anti-aliasing filters set at 1.4 ktlz for each channel
To ensure an adequate statistical sample, 100 blocks of 256 Figures 6 and 7 show the RMS stieamise fluctuating ve-
samples were taken The hot-wires were calibiated using a locity, plotted versus x postion, for the two downstream po-
polynomial scheme as detailed by George et al[S]. sitions. Values calculated from the reconstiuction of the first

proper orthogonal mode fiist three and fist qve have been

Results superimposed on theqe figures. By comparing figures 6 and 7
(i.e., z=100 mm to z=150 mm) it is seen that the stream-

Figures 4 and 5 show the mean velocity plotted as a fune- wise turbulent kinetic energy in the flow field is more evenlydistributed across the x direction at 150 mm downstream.

tion of the distance across the lobe (x) at z= 100 and 150 mm distmpe as the x rogresses downstream .

respectively. At z=100 mm, the velocity peaks around the This implies that as the flow progresses downstream the two
streams mix and this energy becomes fairly well distributed

center of the lobe By z=150 mm, the average velocity begins across the whole region The peaks in the RMS plots at z=100
to level out, alt t ough the profile is not smooth. These results, mm are slightly shifted to the low speed side implying that
although physically difficult to conceptualize, are consistent t-he streamwise vortex tubes have been shifted. When ex-
with LI)A data taken in this tunnel Note that at z=150 mis. amisn, the reconstructed values shown in figures 6 and 7
the profile is much broader than at z=100 mm, where a much the first mode reconstruction s hows that the most energetic
steeper mean gradient is observed This would imply that spatial locations are reproduced first, i e., the spatial location
by z=150 mm, the mean shear has been mixed out and the corresponding to wire 10, x=.027. It can also be inferred from
tui buiu,.ce gains~ energy 1.t *ts expen:4;C, onsjster.t w,th th these figures that sibsequent modes fill ,n the ether spatial
results of Eckerle et al [7] They showed that for a velocity locations upt-l the profile has been reproduced Note that for
iatio of 2 1 the turbulent kinetic energy, averaged over x anl both downstream locations the first proper oithogoual mode
y, increased as a function of downstream (z) distance. contributes significantly to the RMS profiles
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Eigenspectra I
Figures 8 and 9 show the eigenspectra for the first, second8

and third modes for both z=100 and 150 mm. The eigenval-
Ues shown here represent the contribution to the energy from 6
the stream% ise velocity component for each mode, integrated 0

across the lobes The dominance of the first mode is apparent '$Z 5 r
in all of tile plots. The totai streainwise energy contained in -i10m
each proper orthogonal mode cali be obtained by summing 0, 0 4
over all frequencies. Figure 10 shows the total streamwise 4
ei~ergy in each proper orthogonal eigenmode plotted versus
mode number. 'rue curve representing 100 rism downstream P)0
shows that the contribution from the eigenmodes decreascs
and levels ott after about 7 modes. From this curve it can
-Lso b- ;nferred that the !arg.?r saes repre3epted by the first
few modes, contain the majority of the energy at this spa- 0
tial location. In contrast to this, the curve representing 150 0 0 5 0 10 0 f5 0
mim downstream, shows a less steep gradient implying that Mode Number
die eiivrgy is dlistributed more evenly over the scales. Table I
shows the percentage of energy contained in the eigenspectral Figure 10: Conveigence of Eigenspectra Modes y=28.5 mmn
modes. TLhe percentage of energy contained in the dominant
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Position 1st 1st 2 1st 3 1st 4 1st 5

y,ztmm) mode modes modes modes modes -I
28.5, 100 42 60 70 77 82

28.5, 150 34 51 60SU- 
I8-7

Table I- Percent Energy InI Eigenspectial Modes

mlode is noticeably largei at 100 ram downstream than at 150£
mmn downstream. This is consistent with the earlier sugges-

tion that the energy is distributed over a wider range of scales

by 150 mma downstreamn of the lobed mixer. These results I

would indicate that the large scale featurtA(cohlerent stiuc-

tutes) have dissipated significantly by 150 mm downstream, s i

Eigenfuflct ions
ilhe eigenifunctlolls shown in figuie 1 are plotted to exam- i

ine how their shapes change with downstieam position. These(d

cigenfunctions are plotted as a function of x, at a frequency

of 700 lz This frequency wvas chosen because it corresponds 
__________1-_4

mnixer as discussed by Ukeiley et al[28]. Figure 11 shows the i

real part of the eigenfunctions for the ffist proper eigenmiode 0 M

at both (lownstleam positions The cigenfunctions in this fig-I

tire exhibit the same basic shape with only slight magnitude u_ _C

differences at the two downstream positions. This indicates Figure 12: Pseudo F"low Visualization Plots z=100 rum, a)

that it might be possible to develop a scaling function which Original Sigiial b) First Proper Oithogonal Mode c) First

could determine the eigenfunctions at different downstream Three (1) First Five E) First Seven

locations while actua;'y knowing them at only one This type

of scaling function could be helpful in evaluating the severity

of tile assumption that the streamwise direction is locally hio-

inogeneols 
W

Instantaneous Velocity oretinfm1161C
Using equation 6 and anl inverse Frie infr oti

the instantaneous velocity-time traces can be reproduced forW I W MI

any of the hot-wire locatioins The pseudo flowv visualization (b) - 4

techinique used heze is a similar technique to the one developed

by Tabatabai et al[26] and Delville et al[51, and is described

in more detail by Ukheiley et a1128). It is a visualization tech- S

nique that utilizes instantaneous hot-wire anemometer data

to create a graphical representation of velocity interactions in mh
aflow field. Since the velocities are sampled simultaneously.

each of the hot-wire measurements are at the same instant _ P -t1 2

InI time To develop the pseudo flow visualization plots thle

samples corresponding to the same time are then plotted as

pertu'rbatuins about a mean vertical hine These plots have- ie

12 5 1"i Etgenmode f00 mnm Downstrea NSs(1

I" - 1 Eigenmode 1.50 ram Down-stree"

ile 217 1.- 421

Figure 13 Pseudo Flow \ isuializal ion P'lots z=150 mmn, a)

-~ /Original Siganl b) irt Pioper Oi tlogonal Mode c) First

Three d) Fiist F-ive e) First Sr~en

I ~~wire ninhiei as theals 5 and~ sanill 711111 Iw as the ordi-

25 / 
nate U~sing the meshn (oc~lx(t n ,elno ity, the sampling sate

/ and the distanice betuceil jpobes, thle picties aie scaled to an

/ ~~approxi iiate represeilt tin (of t hiat location ini the flons field.-

-
t~~igiires !2 aiid H- 5how I)scialo flow vi,iializatioii plots

foi positionis at z= 100 and I50 11111 respcctively These plots

-2 5 L. - - - - - - ~ - - - - - -- - - -~comnpare the org'nal signal wit i a i econst iuctini using the

00 02 04 0 6 08 10 first, propel nit hognal mode, fiist thiv'. first five and first,

Xl~bee~htSeven. 
This idjea of vielsi .AWi(,o. - I,i opel 01i1hogoiial 1006dii

X/Lobee~ghtthrough a pseudo flous vi,,iOizatioii tecliniqile was first (level-

igure 11. Real Part of First Mode Eigenfuntions for z=100 oped by Delville et l~l I ,ron Figiie 12 Izo=l0 mil) it is

Himand1.5 rnn t y28511111evidenlt 
tha~t the first iiode iepiesenitatioii has the haige scale

mm ai~l 50 imi t y~ 8  ~features of the sI' -5ill5 i'll, velniit y hield It Is als;o .ippalent
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that as more modes are used in the reconstruction process Adjacent Wall Region in Turbulent Pipe Flow" Phys. Fluids
more small scale features are represented. The pseudo flow vi- 10(3), No. 9: 1880.89.
sualization plot using the summation of the fist seven modes 13] Brown, G.L. and Roshko, A. (1974)"On Density Effects and
is almost identical to the original signal. Figure 13 shows a Large Structure in Turbulent Mixing Layers".J. Fluid Mech.

64similai plot to figure 12 at z=150 mm. In the plot showing the [4] Chambers, D.H., Adrian. R.J., Moin, P., Stewart, D.S. and
first mode reconstruction the large scale structures are not as Sung, 11J. (1988) "Karhunen-Loeve Expansion of Buigers'
evident as those at z=100 mm, which is consistent with ta. Model of Turbulence". Phys. Fluids 31(9).
ble 1 and the RMS velocity analysis. The plot using the first [5] Delville, J., Bellin, S., Garem, J.H. and Bonnet, J.P.

(1988)"Analysis of Structures in a Turbulent Plane Mixing
seven modes shows the general trends of the plot using the Layer by Use of a Pseudo Flow Visualization Method Based
original signals but is not as good of a representation as it Hot-Wire Anemometry". Advances in Turbulence IL
was in figure 12, again consistent with table 1 These results [6] Delville, J., Bellin, S. and Bonnet, J.P. (1989) "Use of the
suggest that the first proper orthogonal mode is representa- Proper Orthogonal Decomposition a Plane Turbulent MixingLayer". in Turbulence and Coherent Structures. Kluwer.tive of the large scale feature in the flow field. It ahdo would [7] Eckerle, W.A., Sheibani, H. and Awad, J., (1990)"Exper-
indicate, as has been speculated, that the low dimensional imental Measurements of the Vortex Development Down.
models for turbulence based on the POD are capturing the stream of a Lobed Forced Mixer". ASME 90-GT-27.
osciall picture yet losing the fine detail(v. A. bry et al[1] and [8] George, W.K., Beuther, P.D. and Shabbir, A. (1987) "Poly-nomial Calibrations for Hot Wires in Thermally-Varying
Glauser et a][111). Flow". ASME FED-Vol. 53. pp. 3-6.

Conclusions [9] Glauser, M.N., Leib, S.J. and George, W.K. (1987) "Coherent
Structures in the Axisymmetric Jet Mixing Layer". Turbulent

Ani initial investigation studying the evolution of large Shear Flows 5, Springer Verlag.
(101 Glauser, M.N. and George, W.K. (1987) "An Orthogonal De-scale structures in the downstream region of the lobed mixei composition of the Axisymmetric Jet Mixing Layer Utilizing

was conducted. Through the use of a one-dimensional scalar Cross-Wire Mea.surements". Turbulent Shear Flows 6.
version of the POD this study has shown tile existence and [11] Glauser, M.N., Zheng, X. and Doering C.R. (1989) "The Dy-

namics of Organized Structures in the Axisyimetric Jet Mix-bieakdown of these large scale coherent structures. The mean ing Layer. in Turbulence and Coherent Structures. Kluwer
and RMS velocities were examined and determined to be con- [12] Glezer, A., Kadioglu, Z. and Pearlstein, J. (1989) "Develop-
sistent with the results of Eckeile et a[7]. nient of an Extended Proper Orthogonal Decomposition and

The solution to the cigenvalue problem has shown a rapid its Application to a Time Periodically Forced Mixing Layer"

conv-ergence of the eigenmodes to the original signal. The Phys Fluids A Vol 1, 8, pp. 1363-1373.
lan erge ey, dof ied byg um oey to bethe oina nt sig n . [13] H erzog, S. (1986) "T he Large Scale Structure in the N ear.

large eddy, defined by Lumley to be the dominant eigenmode, Wall of Turbulent Pipe Flow". PhD Dissertation, Cornell
contained as much as 42% of the total strearnwise kinetic en- University.
ergy It has also been shown that by the fifth mode 82% of [14] Konrad, J.H (1976) "An Experimental Investigation of Mix-

ug in Two-Dimensional Tuibulent Shear Flows With Appli-
this energy has been represented. It was observed that at cations to Diffusion Limited Chemical Reactions". Tech. Rep.
z=100 mm the dominant eigenmode contained significantly CIT-9-PU
more energy than the same eigenmode at z=150 mm [15] Lasheras, J.C. and Meiburg, E. (1990) "Three-Dimensional

The RMS streamwise fluctuating velocity and eigenfunc- Vorticity Modes in the Wake of a Flat Plate". Phyq 'lids

tion analysis showed the evolution of the flow between 100 and A,. Vol 2, No 3, pp 371-380.
[16] Leib, S.J., Glauser, M.N. and George, W.K. (1984) "An Ap-

150 mim downstream The RMS velocity profiles showed the plication of Lumley's Orthogonal Decomposition to the Ax-eneigy bcomirg more evenly distributed at 150 mm as coin- symmetric Jet Mixing Layer". Proc. 9th Rolla Symp.
pared to 100 mm. This implies that larger more dominant []7 Liu, J T C (1989) "Coherent Structures in Transitional and
scales break down and their energy becomes redistributed Turbulent Free Shear Flows" Ann Rev. F Mech., 21
oxer the flos field (shifting to more homogeneous turbulence). [18] Loeve, M. (1963) Probability Theory I1 Springer Veilag.
'I his result seems consistent with the results of Eckerle et al[7] [19] Lumley, 3 L (1967) "Tile Structure of Inhonogeneous 'rur-
who showed the large scale sorticjty breaking down betueen bulent Flows". Atm. Turb. and Radio Wave Prop.. Yaglom
100 and 150 mm The comparison of the eigenfunctions for and Tattrskv eds Nauka. Moscow, pp 166-178.
the two downstream positions showed that the general shape [20] Lumley, J.L (1970) Stochastic Tools m Turbulence Academic
did not vary much This implies thit it may be fruitful to de- Piess, New York
velop scaling functions that can iclate eigenfunctions to (liffer- 2t] Moin. P. (1984) "Probing Turbulence via Large Eddy Simu-

ent ,lownstteam positions, thus reducing the data collection lation" AIAA-81-0171.

procedure [22] Momi, IP. and Moser, 1, D (1989) "Characteristic-Eddy De-
coniposition of Turbulence mi, a Chanel'" J Fluid Alcch 200

Through the pseudo flow visualization analysis it was shown [21] Paterson, R W, (1982) "Turbofan Mli\er Nozzle Flowflield
that the original time trace signals were adequately lepro- -A Benchnark Experimental Study" .1S.lE Joniunal of En-
duced using a seven mode reconstruction The large scale qineeringfor Gas Turbines and Power, Vol. 106, pp 692-698.
featuies were reproduced using the first mode, yet it took as [24] Payne, F 1R. f1966) "Large Eddy Structure of a Tiirbulent
many as seven modes to reproduce the smaller scale features. Wake". PhD Dissertation, Pennsylvania State Unuversits
The large scale structures obtained using only the fiist mode [25] Sirovich, L., Maxey, M and Tprinan, i (1987) " Analysis oi
are clearly discernible at 100 mm downstieam while at 150 Turbulent Thermal Convection" Turbulent Shi-ar Flows 6.
mm they are not as apparent. [26 Tabatabai, M Kawall, J.G. and Keffer, J.F. (1987)"Flow %7-

The results showing the rapid nonvergence of the eigen- sualization Using Ilot-Wire Anemornetry" Dantcc lnforyna-
spectra and the dominant fiist mode suggests that it may tion Vol.04.
be beneficial to use the POD ur conjunction with the Navier [27] Ukeiley, L., Wick, D. and Glauser, M. (1990) "A Novel llot-

.,, .Wirp Rake Dsignln" ASME FFD.Vol 7 up ,S7-92.otoes equations to deveiop a iow dimensional dynamical sys- (28] Ukeiley, L., Wick, D. and Glauser, M. (1991) "Coherent
tems model for this flow (v Aubry et al[l] and Glauser et Structure Identification in a Lobed Mixer". ASME 91-GT-
alt 1l]). 307.
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ABSTRACT U' Mean velocity in the x-direction of the
wake

An experimental study has been performed on the U Mean velocity in the centr-i plane of the
three-dimensional mixing process in the turbulent jet wake (y = 0)
which was injected into a quiescent fluid as well as Uo. Mean velocity of the uniform flow
into the wake of the cylinder from a circular hole U" Meai velocity relative to the wake = U - U'
made on the circular cylinder. Even in the case of U". Maxi'um value of U"
an injection into quiescent fluid, the flow field ex- x, y, z Coor,)nate system with its origin at the
hibits asymmetrical spread, and secondary flow. In center of the injection hole
the case of the injection into the wake, the asymmret- 0 Dime'sionless coordinate obtained by the
rical spread becomes rather remarkable, and the sec- half-value width
ondary flow becomes even stronger taran with injection P,, v Dens iy and kinematic viscosity of fluid,
intu 'iuiescert fluid. Although the decay of the rel- respectively
ative maximum velocity in relation to the wake dif- N Number of revolutions of the small wind-
fers according to the injection velocity ratio, it mill
decays in proportion to about x

-21 3
. The turbulence

intensity of the wake becomes lower by injection of INTRODUCTION
the jet.

This report concerns the flow field composed ofNOMENCLATURE the circular air jet and the wake of the circular
cylinder set perpendicular to the uniform flow from

d Diameter of the injection hole which the jet is injected. Like this flow, configu-
D Diameter of the circular cylinder rations appear in cases of the wake of a self-pro-

Ly, L, Half-value width of y- and z-direction in pelled body [11 and a flame holder [2]. Very recent-
the jet injected into a quiescent fluid, ly, Higuchi and Kubota examined jet and axisymmetric
respectively wake interaction including zero-momentum case [3].

Ly , L' Half-valae wid.n of y- and z-direction ob- Another important example is the injection from a
tained from the relative velocity profiles trailing edge of the film cooling of a gas turbine
in relation to the wake, respectively blade as show n in Fig. 1 [41, since it exerts a large

R, Reynolds number = Uj d/v effect on the efficiency of the gas turbine. Many
U, u Mean and fluctuating velocity in tne x-di- studies on circular jets [5) and circular compound

rection jets injected into the uniform flow [6] have been
u2 RMS value of the fluctuating velocity reporLed. However, a three-dimensional mixing in a

UJ Mean velocity at the exit of the injectiton circular jet injected into the wake of a two-dimen-
hole sional circular cylinder as the present flow field,

U. Maximum velocity in the jet one of complex turbulent jets, has not been examined.
U0 Reference main-flow velocit at x = -95 mm In this study, the jet was injected from a cir-

cular hole made on the circular cylinder as shown in
Fig. 2, and the jet was also injected into a quies-

Seat tube cent fluid as well as into the wake of the cylinder.
(typical) It will be clarified experimentally that the three-

dimensional mixing process in this turbulent jet, the
mean flow properties, the features of the secondary
flow and the turbulence properties will be discussed.

Front Uniform Flow U.
C oi l i n g a i r i nt u b e 

'j
U 0 U

D=5mm, d25mm, Uo:2Omrn/s

Fig. 1 Injection from a trailing edge of the cooling
of the turbine blade Fig. 2 Flow Xeld and coordinate system
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EXPERIMENTAL APPARATUS AND METHOD EXPERIMENTAL RESULTS AND DISCUSSION

The measuring cross-section of the wind tunnel Mean flow and secondary flow
used in the present experiment is a square with a
side-length of 300 mm, and the turbulence intensity In the jet field injected from a circular hole
of the irain flow is about 0.5 %. The jet is inject- drilled on the circular cylinder, since even the case
ed from the injection hole of diameter 2.5 nun which of the injection into the quiescent fluid the secon-
is drilled at the center of the span-width of the dary flow occurred as shown in Fig. 9(a) as will be
circular cylinder of the outside diameter 5 mm. The explained later, there was a slight asymmetry in the
injection flow rate is measured by a laminar flow me- mean velocity profile.
ter. The ratio of the injection mean velocity to the Figures 3 (a) and (b) show the mean velocity
reference velocity, that is Uj/Uo, is varied in the profiles in the plane containing the jet-axis in case
range of 1, 2 and 3. The corresponding Reynolds num- of the injection into the wake. The chain line in
ber Re is 3300, 6700, 10000, respectively. The ref- this figure indicates the velocity profile of the
erence velocity U0 is about 20 m/s. The experiment wake alone. Figure 3(a) indicates the velocity pro-
of injection into the quiescent fluid is carried out files in the y-direction. In the region at x/d S 141,
for reference with the same Reynolds numbcr as that the wakes are deformed by the jet, and the velocity
of wake with Uj/Uo = 3. The measurements were per- profiles have a shape as the jet juts out into the
formed at ten cross sections with x/d = 31.8 to 621. wake. The profile becomes similar downstream of this
The velocity measurement 'as made using a hot-wire section, but even far downstream, the velocity pro-
anemometer, file of the jet is not coincident with that of the

x/d=31 8 45 63 81 105 141 261 381 501 621
80

E
E 60

20-T-1 1 1 - - -

-20

-40

-60

09 9 10 U' 9
...Wake 0"9 10.. 0 09 U / U_ 1

(a) Profiles in the y-direction

x/d=31 8 45 63 81 105 141 261 381 501 621

E 60

N

40-

20

20-

-40

-60

-80 E _ _ _ _

0 08 10 0 06" 5'g ' W9-- VO-Z e -- '-.0
0 'Ot 09 0 o -, €-- ,o

- a- e 0a8 o'9 ' 1 0 V ' - ,o
0- k 08 09 0 U/U.

(b) Profiles in the z--direction

Fig. 3 Mean velocity profiles in the central cross-section of the jet ( Ui/U0 = 3
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wake. Figure 3(b) shows the velocity profiles in the differ from the Gaussian profile in the central part

z-direction, of the jet. The comparison between the Gaussian pro-

Figure 4 gives the variations in the x-diroiction file and the relative similar profile in the compound

of the center-line mean velocity of the jet and the jetsD -( D are show, in the upper left-side of the

wake. The center-line velocity in llj/Uo = 3 de- figure. The profile 0D represents an experimental

creases rapidly until about x/d = 100, but that in equation in the two-dimensional compound jet by

Uj/Uo = 2 is nearly constant within this measuring Bradbury [7]. The profile a indicates an experimen-

range; also, that in Uj/U 0 = 1 increases downstream tal result in the circular compound jet by Tani and

like the wake. A difference due to velocity ratio is Kobashi [8], and the profile (D indicates its theoret-

almost unappreciable downstream of x/d z 400, and the ical equation by Squire and Trouncer [9].

velocity of the wake does not coincide with that of Figure 6 shows the decay of the relative maximum

the uniform flow furthermost downstream. velocity to the wake. The decay of the relative max-

Figure 5 shows the non-dimensional profiles of a imum velocity in the present jet cannot be expressed

relative velocity to the wake in the y- and z-direc- with UM a x
-1 

as the injection into the quiescent

tion, respectively. The two-dimensional [7] and the fluid. Therefore, we inferred it to be expressed as

circular [8][9] compound jet indicate that the rela- U"m a x
-
", and this figure illustrated by both-log-

tive velocity profile in relation to the uniform flow arithms for the purpose of examining decay index n.

has similarity at the free-developed-flow region. According to Rajaratnam [11], the circular compound

Though the present profiles are similar at the cross jet has been classified as a strong jet with U'"/U. .

sections of x/d Z 31.8, the difference between the I and a weak jet with U"M/U.1. In the range of the

profiles in y- and z-direction is clearly observed, present experiments, since the U'm/Uo values are 0.27

The similar profiles are compared with a Gaussian to 0.02, according to Rajaratnam, the present jet can

profile [10] for the jet injected into quiescent flu- be considered as the weak jet. Rajaratnam has re-

id. A solid line or (!in this figure indicates the ported that it can be expressed as U". - x-2/3 in the

Gaussian profile. The present profiles in the y-di- weak jet. The decay index of the present result dif-

rection well coincide with Gaussian profile except in fers due to the velocity ratio, and its value nearly

the outer region, but the profiles in the z-direction equals Rajaratnam's index when Uj/Uo = 2.
Figure 7(a) shows the variations of the half

value width which was determined from the relative

ii velocity distribution to the wake. The variations of

athe half-value width in the present jet cannot be ex-
pressed with L a x as the injection into the quies-

cent fluid. Therefore, we inferred that it is ex-
pressed with L x', and this fLgure is illustrated

o 10- by both-logarithms for the purpose of examine the in-

_ dex n. In the upstream regions near the injection
--- ---- hole, L"z is remarkably larger than L"y' but these

values tend to become equal in the downstream direc-

09 _ v wake 0

o Ul/UO= 3 - UJ/Uo
Jet cD X o 3

0 D 1
00

08 2 0 0 07

200 400 600 800_o 06

Fig. 4 Variation of the center-line mean velocity of 0 1.5 2 2.5
the jet and the wake 

log(x/d)

Fig. 6 Variation of the maximum velocity

(D Plane compound jet (7] 1.0, Circular compound jet (9) -,

pN

(8)
@ Gaussian profile 10) -05 

- Gaussian profilelto]

1 ~ -1.0xld .E

o 31.8 Z
L 45

2 c 63
2 o81 0.5

0Io _9105

3 2 1 0 1 2
y / z z / Lz

Fig. 5 Dimensionless velocity profiles of the jet (Uj/U o = 3)
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tion. Rajaratnam has been reported that it can be pleths of the mean velocity. A secondary flow effect
expressed as L" x113 in the weak jet. Although the as with injection into the quiescent fluid is also
index n of the present results in LAz differ slightly recognized in this case, but the revolutions of the
due to the velocity ratio, its values nearly equal small windmill become considerably stronger than
Rajaratnam's index value. But the difference due to those in the injection into the quiescent fluid,
the velocity ratio does not appear in ", and its As for the origin of the secondary flow in the
value is about twice that of L injection into the quiescent fluid, we considered

Figure 7(b) shows the comparison betqeen the that the asymmetry of the induced velocity is pro-
half-value width in the injection into the wake and duced by the obstruction of the circular cylinder to
that in the injection into the quiescent fluid. In the entrainment of the surrounding quiescent fluid
the upstream region with injection into the quiescent into the jet, thereby leading to unequal turbulence
fluid, Lz is slightly larger than Ly, but their val- and the formation of the secondary flow of second
ues tend to become equal downstream. With injection class of Prandtl. The maximum revolutions of the
into the wake, there is a similar variation, but the small windmill in the injection into the wake becomes
trend becomes more remarkable than with injection about 60 times that observed in the injection into
into te quiescent fluid. This is because, in the the quiescent fluid. Such a generatio., of the large
secondary flow which occurred upstream in the present revolution component is considered as due to the an-
9,,, the injection into the wake became even stronger other reason different from that in the injection in-
tUlan the injection into the quiescent fluid, to the quiescent fluid. The main difference in both

In order -, elucidate further the three-dimen- flows is the Kgrm~n vortex which is generated from
sional mixing process in the present jet, the three- the circular cyli.der. Since a pair of streamwise
dimensional profiles of the mean velocity are shown vortices are formed due to an interaction between the
in Figs. 8 (a) and (b). The jet is jutting out from K6rmgn vortex and a vortex ring which is generated
the uniform flow at x/d = 31.8, and the jet has an from the jet exit, it is inferred that revolutions of
asymmetrical shape. the small windmill shown in Fig. 9(b) can be produced.

Since the secondary flow can be inferred from
the mean velocity profiles mentioned above, to con- Turbulent field
firm this, a small windmill is used to measure the
revolution number and its direction of revolution, Figures 1O(a) and (b) show the turbulence inten-
The results at typical sections x/d = 31.8 are shown sity profiles on several planes on the jet-axis in
in Figs. 9(a) and (b). the injection into the wake. The chain lines indi-

Figure 9(a) shows the result for the injection
into the quiescent fluid. Broken lines indicate the
isopleths of the mean velocity, and the solid lines
with an arrow illustrate the pattern of secondary
flow, estimated by the rotation of the windmill. Ob- -0
viously the secondary flow extends the cross-section . 0
of the jet in the z-direction as shown in this fig-
ure. Figure 9(b) shows the result of the injection 0
into the wake, and the chain lines indicate the iso-

2
UJ/fo Uj/uo 11

0 n=029 033 03
V9

06

o S (a) x/d = 31.8

0 1.5 2 2.5 3log(x/d)

(a) Injection into the wake 
0

20

2 Y Uniform Flow

o o0

1.5 2 2.5 3

I og (x/d)

(b) Compariscn between the injection into the wake (b) x/d = 141
and the quiescent fluid

Fig. 8 Three-dimensional profiles of the mean
Fig. 7 Variations of the half-value width velocity ( Uj/U 0 = 3
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cate intensity profiles of the wake. Figure 10(a) similar variation with the wake when Uj/Uo = 1. There
shows the turbulence profiles in the y-dircction. is a rather steep decrease when Uj/Uo = 3, and a mild
Remarkably, the turbulence intensities become low by decrease and the lowest intensity when Uj/U 0 = 2. It
injection of the je Because the mean velocity pro- is therefore considered that these phenomena depend
files vary as shown in Fig. 3(a) by injecting the jet, upon the relationship between the turbulence intensi-
it is considered that aU/ay in a turbulent-energy ty of the wake and the jet. Thus, the turbulence in-
production term; -U-v aU/ay, which makes an important tensity of the wake governs that of the jet in all
contribution to the turbulent production in the tur- regions of the x-direction when Uj/Uo = 1, whereas
bulent shear flow field, becomes small due to the in- the turbulence intensity of the jet is governing that
jection. A similar phenomenon has been also reported of the wake in the upstream regions when Uj/U 0 = 3.
in the experimental result of the circular compound Furthermore, there is intermediate relationship when
,et by Durao and Whitelaw [6]. Even far downstream Uj/U 0 = 2, because in this case it is considered that

in the present experiment, the turbulence intensity the intensity becomes most low. However, the differ-
profile of the jet is not coincident with that of the ence due to the velocity ratio in the turbulence in-
wake. tensity does not exist in the downstream region.

Figure 10(b) shows the turbulence intensity pro- Figures 12(a) and (b) show the three-dimensional
file in the z-direction. In the downstream region at profiles of the turbulence intensity. The three-di-
x/d k 81, the intensity profiles of the wake are mensional region with the low turbulence intensity of
transformed to the hollow-shape due to the jet. But the jet is found in the two-dimensional turbulence
in the upstream region where x/d S 45, special pro- intensity profile of the wake.
files appear which show the distribution similar to In order to examine the interference process be-
the one of the jet as if it is injected into the qui- tween the K~rm~n vortex of the circular cylinder and
escent fluid and the effect of the wake is weak. the jet, the power spectra for the fluctuating veloc-
Thus, it is considered that the intensity profiles in ity is measured in the region from z/D = 10 to -10 at
the present jet are determined by whether the inten- the positions of x/D = 3.6 and y/D = 0.4. The re-
sity profile is dominant in the wake or in the jet. sults are shown in Fig. 13. The spectral peak with
Hence, the turbulence intensity of the jet dominates 825Hz is found at the locations of z/D ? ± 1.6, and
that of the wake in the upstream region at x/d S 45, the Strouhal number by using this frequency is 0.21.
whereas the intensity of the wake dominatec that of Thus, the usual K6rman vortex of the two-dimensional
the jet in the downstream region at x/d a 81, so in- circular cylinder exists at the!e same locations.
tensity profiles like those mentioned above will be
formed.

Figure 11 shows the variations of turbulence in-
tensity in the jet and the wake along the jet center- x/d-31 8 4.5 63 81 105 141 261 381 501 621

line. The variation of the turbulence intensity of
the jet in the upstream region at x/d th 150 differs E 60

according to the velocity ratio; thus, there is a > 40-
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Fig. 9 Revolution of the windmill and the secondary Fig. 10 Turbulence intensity profiles in thp central

flow ( x/d = 31.8 ) cross-section of the jet ( Uj/UO = 3 )
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ABSTRACT

The mixing of plane and axisymmetrical round jets with a h
fully developed turbulent velocity profile is studied theoretically
and experimentally. It was observed that in the k-c model the
e-equation must be modified if flow separation exists to the
extent that mean velocity is r.tarded. The mixing of axisym-
metrical jets with a hexagonal array can also be handled by b

approximating them with a two-dimensional axisymmetrical jet. U u (xly)
The importance of correct boundary conditions, i.e. the profiles
of velocity and turbulence energy at jet outlets, for mixing was (a) Plane Jets.
found.

OMENCLATURE udo x"'-

b channel width r

col cc 2, Ce3 turbulence-model constants umx
dode. outside and equivalent tube diameter
h channel wall thickness (b) Axisymmetr:al jets with a hexagonal array.
k turbulence kinetic energy
k1,k2 experimental constants in self-preserving Fig. 1. Jet configurations and arrangements.

solutions
r rad;al coordinate
r, equivalent tube radius = d/2 distribution of turbulence should be such that the movement of

fibres with the length of 1... 4 mm and the thickness equal to
T. turbulence intensity k/Uoo 20... 40 pm is affected by turbulence.
u streamwise velocity
us~uj mean velocity components, tensor notation There does not exist very much information concerning the
u', U" turbulent velocity components, tensor notation mixing of parallel jets in the literature, althougth .ingle jets
III velocity defect Uoo - u have been extensively analyzed, so that the informatiot, of pub-
Ue maximum velocity defect lished papers can be found even in the books (Rajaratnam 1976;
U.0  bulk mean velocity Schetz 1980). When considering the situation in Fig. 1 the flow
01Y cartesian coordinates behaviour is affected by turbulence and velocity at the channel

exits. There are some papers where the effect of turbulence in
e dissipation rate of turbulence energy free-boundary flows, i.e. mixing of a single jet or the recovery
u , et' eddy and effective viscosities of a wake has been studied (Patel & Chen 1987; Mohamma-
Uk, or turbulence-model constants dian, Saiy & Peerles 1976) but in the case where many jets are

coupled together the information is thin. The effects of free-
stream turbulence on velocity boundary layer and heat transfer

INTRODUCTION have also been studied considerably in cases where the fluid flow
is past an obstacle or a wall (Simonich & Bradshaw 1978). In

The mixing of parallel jets is utilized often in engineering general, it has been noticed that free-stream turbulence does
applications. The origin of this work lays also in actual prac- not appreciable affect the boundary layer near a fixed surface,
tice, namely in the mixing problem of a fibre-water suspension but if we have a free boundary layer the initial turbulence level
in the hydraulic headbox of a papermachine, where geometries of a jet or a free-stream can have a significant effect on the flow
of Fig. 1 are used to generate the desired flow and turbulence behaviour.
characteristics. The main facts affecting the paper quality are
the decay of velocity differences and suc', turbulence that fi- In this paper an analysis of the mixing of multiple plane or
bre flocs are broken. Turbulence and velocity profiles can be axisymmetrical jets is given as mentioned above. The mixing
affected either by a wall friction or a flow separation from an process of jets in Fig. 1 is affected by turbulence and velocity
abrupt expansion in a flow geometry. In addition, the spectral profiles of exhausted jets, and also by recirculation. Flow re-
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circulation exists in the case of plane jets when wall thickness
separating jets is not negligible and for axisymmetrical jets with 1,r o
a hexagonal array recirculation is always present. The research
procedure includes analytical, numerical and experimental ap- UXr

proaches. The effect of various factors, i.e. velocity and tur- de X Uc x)
bulence profiles of exhausted jets and recirculation on the flovd
behaviour is shown. re U1

FORMULATION OF THE PROBLEM AND SOLUTION PRO- Fig. 2. Definition sketch of approximated circular parallel jets.

CEDURES

The flow configurations studied experimentally and theoret- thnt now r = 1 in Eq. (1). The resulting self-preserved velocity

ically are those in Fig. 1. In the case of mixing of plane jeb, profile takes the form

the channel height is large compared with the width b. Taus, b4 1 Y
we have a two-dimensional problem which is governed by ellip- u(x,r) = Uo[1 - .-- cos(2rT)J (3)
tic equations near the channel outlet, and at a certain distance

from the channels the flow field is parabolic. In Fig. 1(b) a where k2 is again an empirical constant. The result (3) has also
large number of axisymmetric jets are exhausted from parallel been derived earlier using another kind of treatment in analysing
tubes with a hexagonal arr;y. In this case the flow field is ev- the mixing of wakes (Schlichting 1979). The same kind of result
erywhere three-dimensional, even if the tubes have hexagonal as (3) can also be obtained if the eddy viscosity is proportional
cross sections as shown by a dotted line. to X- ' (Eisner & Zielinski 1986).

In the case of circular tubes there is always a flow separation
and recirculation near the tube outlet even for very thin-walled Ectuations of numerical modelling
tubes. In order to simplify the problem it is assumed that the
flow field can be handled as a two-dimensional axisymmetrical The numerical calculations of this study have been per-

jet, the cross sectional area of which is the same as a hexago- formed employing the eddy viscosity concept and the k-e model.

nal tube drawn with a dotted line has in Fig. 1(b). Thus, an However,, it was observed that the standard k-c model was un-

equivalent tube diameter d, is equal to 1.05 times the outside able to predict flow behaviour correctly when flow separation

diameter d. of a tube (see Fig. 2). exists after channel outlets resulting in recirculating flow and in
the retarding the mean velocity. For that reason the turbulence

The mixing problem described above has been tried to solve model was modified according to the suggestions of Hanjali
theoretically by adopting an analytical and a numerical approach and Launder (1980), so that the transport equations of tur-
and the validity of the results has been verified experimentally. bulence kinetic energy and its dissipation rate are in cartesian

coordinates

A~- k + V-)k 1 L )+8(tOok o o(Ok,

a, akOu
+14t( ) P- - P(4)

Analytical approach

Let us consider the mixing of parallel circular jets in Fig. 1(b). p(u-9 + V 0 Oo 0 9
p~~~u- ~ ( +' v- ( ) + ---According to two-dimensional assumptions made earlier, the O9 OY Ox 0" Ox 9Y o" 09Y

form of the velocity profile of a mixing jet is that shown in e Ou 2 e O
Fig. 2. At a certain distance from the jet inlet the velocity de- +ctP(y) - c1 2p-T - c.3pFX (5)
fect vi(z,r) = U,, - u(x,r) is small in comparison with the

uniform mean velocity U,. It that case the momentum equa- The empirical constant c,3 takes the value 4.44. In the standard
tion takes the same form as usually used in analysing wakes k-c model the terms underlined in Eq. (4) and (5) are missing.

These kinds of modified equations have also been used in the
S  10 ou, calculation of external boundary layers with adverse pressure

-Ueo - -,rv 1-. ) (1) gradients (Rodi & Scheuerer 1986). Boundary conditions for
the governing equations are that gradients of u,v,pk and c

Now, if it is assumed that the eddy viscosity is proportional to must be zero both at the centerline of a jet and also at the sep-
the maximum velocity difference vt = ku,(z) (k is an inspec- arating iFne Letween two jets. No wall functions were needed.
ified constant) a self-preserved turbulent mean velocity profile The set of g'werning equations was solved using the PHOEN-
of mixing axisymmetrical jets with a hexagonal array can be de- ICS code (Spalding 1981), into which the modifications of the
rived using the method of ref. (Cebeci & Bradshaw 1977). The turbulence model were implemented. The PHOENICS code is
final result not known in the literature is (Karvinen ,991) based on the finite difference method 'in which an upwind dif-

ference scheme is adopted and the iteration is made using the

) 2 -Jo(3 SIMPLEST algorithm.u~x,,,) = U [I' + Le-.1o(.832 -- )] (2)
k€1 x: r,

When use is made of the finite-difference method, it also
where k, must be determined experimentally and J0 is the restricts the shape of control volumes. For this reason also
Bessel function. in the numerical modelling of the mixing of circular jets an

axisymmetrical assumption such as in the analytical treatment
The mixing of plane jets far enough downtream from the above was adopted.

channel outlet in Fig. 1(a) can also be solved as above except
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Experimental research 1.50

Experiments were made using air as a flowing fluid. In order u x x/b data
to get some generality of results the length of an experimental U. I a
set-up in F:-. 1 was about 3 m in order to reach fully developed 3 3 a
turbulent velocity profiles at jet outlets for both geometries. The 1.00 - 6

width of a channel in the case of parallel plane jets was 14 mm
and walls with a different thickness h was used to study the

effect of recirculation, caused by flow separation, on the mixing
process. Thr test installation of axisymmetrical jets consisted of waLL
the package of round tubes with the outside diameter d0 equal 0.50
to 28.3 mm and wall thickness 1.7 mm. 0.00 0.20 0.40 0.60 0.80 10

2ylb
Measurements of mean velocity and turbulent fluctuation (a) Velocity.

velocities were determined with a standard constant tempera-

ture hotwire anemometer (Dantec). For measuring the stream- 0.15
wise mean velocity and its turbulence a straigth single wire probe k x/b dat a 1-
was used. In order to get an idea about the isotropy of tur- U
bulence also other components of turbulence, in addition to
the stream-wise one, were measured by using an X-wire probe. 6
Velocities used in expariments were such that the bulk mean - 0
velocity Uoo after jet mixing varied from 15 m/s to 20 m/s. 6 WOO

005 k 7 i i

000 0.20 040 060 0.80 1.00
RESULTS AND DISCUSSION 2y/b

The mixing problem could be very easily solved if the an- (b) Turbulence kinetic energy.
alytical solutions shown above can be used. However, it was Fig. 3. Mixing of fully developed turbulent plane jets with neg-
observed after comparing analytical solutions with the measure- ligible wall thickness. - standard k-c model, - - -

ments that the constants needed in equations were dependent modified model.
on the initial condition at jet outlets. Also, th-: distance were
self-preserving solutions are valid is large and the detection of
velocity differences is difficult. Thus, it can be concluded that 015
analytical solutions are valuable in the respect that they -- nw u: 1 u' xlb-4
the decay of the velocity difference to be proportional to x - -U" & Y.
from the outlets for a certain geometry. 0.10 o W, 3

In Fig. 3 the decay of the profiles of mean velocity and tur- E 1 13 2
bulence kinetic energy is shown for plane jets when the thickness 0.05
of a channel wall is very small, such that there is no flow recir-
culation. It can be seen that the effect of a turbulence model wait
modification is very small and the standard k-e model predicts 00 0 0 , 0 0'
mean flow behaviour correctly. The required profiles of veloc- 2y/b
ity, turbulence kinetic energy and its dissipation rate at channel 0.15 ,
outlets were also obtained numerically by calculating fully de- I x/b,2
veloped turbulent profiles in a channel. The Reynolds number UI
was equal to 35800. These were in reasonable agreement with 0.10 a a o 3
measured data in the literature (Hussain & Reynolds 1975). By 1 0 o i
measuring different components of turbulence it was observed 6 8 2

that streamwise, lateral and transverse components have the 0.05 r c, a u'
same kind of shape and that when the distance from a channel A v.

outlet increased an isotropic condition was approached. Fig. 4 0 w°  wall

shows the measured profiles of different turbulence components. 000 02 0.4 06 0.8 1.0
In order to evaluate the possibility of two-equation turbulence 2y/b
models to predict flow behaviour, it is enough to measure only Fig. 4. Profiles of turbulent components for plane jets at dif-
the streamwise component of turbulence, of which the kinetic ferent distance from jet outlet.
energy of turbulence can be obtained.

The results showing the effect of flow separation on the
mixing of plane jets are shown in Fig. 5. The geometry of It can be seen that the model in which only the e-equation
a channel s the same as in Fig. 3, except that now the wall is modified agrees best with measurements. This kind of result
thickness between channels is 4 mm. The position of a wall is was also obtained by Rodi and Scheuerer (1986) when calcu-
shown also in the figure. The ratio of a wall thickness h and lating boundary layer flows with an adverse pressure gradient.
a channel width b is equal to 0.286. Calculations have been Although the flow of our paper is quite different from that of
made using three kinds of turbulence models: the standard k-e Rodi, it seems that the same kind of modelling as in the case of
model, a modified model according to Eq. (4) and (5), and a wall flows is also valid for free shear flows. An interesting obser-
third one, in which only the r-equation is modified. Velocity vation is made if velocity profiles of Fig. 3 and 5 are compared.
fields of Fig. 3 and 5 were computed on a 51 (streamwise) x 18 It is seen that at the distance of z/b = 6 from jet outlets the
(cross-streamwise) grid. nonuniformity of velocity is almost the same, although at the
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u 1.50 x/de data
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(a) Velocity decay. (a) Velocity profiles of mixing round jets.
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(b) Turbulence kinetic energy. (b) Streamwise component of turbulence.

Fig. 5. Mixing of fully developed turbulent plane jets with flow Fig. 7. Comparison of measured velocities and turbulence en-
separation. - k-e model, - . - the k- and c-equation ergy between different cross-sections in the mixing of
modified, - - - only the c-equation modifi- :1. round jets.

1.25 ,jet outlets in Fig. 5, maximum velocity is much higher than that
in Fig. 3. Thus, the flow separation creates a turbulence whichu

T. very effectively mixes the flow field and gradually eliminates the
nonuniformities of a velocity filed.

The last figure dealing with the mixing of plane jets shows
_the effect of turbulence kinetic energy of jet outlets on the mix-

ing. In Fig. 6 there are results for two different cases. Solid
2 lines show the decay of velocity profile when at a channel outlet

0.75 b the profiles of velocity, kinetic energy and its dissipation rateare those of a fully developed turbulence channel flow'. Dot-
ted lines show similar results, but now it is assumed that the
turbulence kinetic energy is uniform everywhere and equal to

Ithe maximum value near the wall. The dissipation and velocity
o.0- profiles are those of a fully developed channel flow. It can be

0.00 0.20 0.40 0.60 0.80 10 seen that the turbulence kinetic energy has a great effect on
2y/b mixing, and that the latter is also promoted by an increase in

Fig. 6. Effect of kinetic energy distribution at a jet outlet on turbulence. In actual practice the turbulence kinetic energy and
mixing. - energy of a fully developed channel flow, its dissipat;on rate cannot be changed freely; on the contrary,
- - - uniform energy equal to the maximum value of they are coupled together.
a fully developed flow.
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in numerical modelling the mixing three-dimensional jets has 1. The standard k-c model is not capable of predicting flow
been approximated with a two-dimensional axisymmetrical jet, behaviour if there exists flow separation resulting in recir-
the cross-section of which is the same as that of an actual culating flow after jet outlets. This kind of free shear layer
three-dimensional flow. In order to verify the validity of this can be modelled correctly if the c-equation of the standarm
assumption some measurements were made. Fig. 7 shows the model is modified to take into account the deceleration of
behaviour of the profiles of mean velocity and turbulence kinetic flow.
energy at the distances of x/de equal to 0.8 and 3.4 from jet
outlets. In this figure profiles are chosen so as to show the max. 2. Axisymmetrical jets with a hexagonal array can be treated

imum differences across the flow field. It can be seen that there sufficiently adequately in engineering applications by approx-

are no essential differences in velocity and turbulence kinetic imating a three-dimensional flow with an axisymmetrical jet,

energy between the cross-sections A-A and B-B. Lines in Fig. 7 the cross-section of which is the same as that in an actual

are not coraputed ones but they are fitted to the measurements flow field.
in order to assist the comparison between measured data in dif-
ferent cross-sections. Thus, it can be concluded that results 3. The values and profiles of the velocity and turbulence kinetic

are not much in error if the mixing of axisymmetrical jets with energy of jet outlets greatly affect the mixing of jets. In
a hexagonal array is made using a two-dimensional approxima- numerical modelling it is very import ,nt that these values

tion. This simplifies the numerical treatment and it is believed should be correctly known and given.

that the errors caused by turbulence models in three dimensions
are of the same order as those caused by the approximation.

Finally, a comparison between measurements and numerical REFERENCES
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ABSTRACT I 122cm

The effect of vortex generators, in the form of smail tabs at 122 'rn
tl, nozzle exit, on the evolution of an axisymmetric je* was investl- air sus e
gated experimentally, over a jet Mach number range of 0.34 to asp
1.81. The effects of one, two and four tabs were studied in
comparison with the corresponding case without a tab. Each tab /
introduced an "indentation' in the shear layer, apparently through 10 cm .d plenum - Throat dameter
the action of streamwise vortices which appeared to be of the "trail- Dt = 0 635cm -

ing vortex' type oriqinating from the tips of the tab rather than of
the 'necklace vorttx' type originating from the base of the tab. The Microphone
resultant effect of two tabs, placed at diametrically opposite loca-
tions, was to essentially bifurcate the jet. The influence of the tabs
was essentially the same at subsonic and supersonic conditions ,._(4) Tabs
indicating that compressibility has little to do with the effect. End view

INTRODUCTION nozzle exit plane

Tabs, or small protrusions in the flow at the exit plane of a Figure 1 -Schemabc of flow facility
nozzle, have long been known to reduce screech noise from super-
sonic jets (Tanna, 1977). Bradbury & Khadem (1975), to our
knowledge, were the first to make flow field measurements for a
subsonic jet under the influence of tabs The tabs were found to A gated double-intensified CCD camera was used to record
increase the jet spread rate significantly. Ahuja & Brown (1989) successive images on a video tape. Standard hot-wire measure-
recently conducted a series of experiments on the effect of tabs on ments were performed for the subsonic jets. At a jet Mach number
supersonic jets, and reached a similar conclusion in regards to the of 0.34, hot-wire surveys Indicated a flat mean velocity profile with a
effect on the flow field. With support from NASA Lewis, the latter 'nominally laminar" boundary layer at the nozzle exit. The bound-
investigators continued to study the effect on rectangular jets as ary layer state for the supersonic regime remains unlnown, but is
well as on the noise radiated from the jet (Ahuja et al., 1990). In also likely to be "nominally laminar.' For the supersonic jets, a
terms of the plume reduction i.e., a faster spreading of the axisym- 0.8 mm (o) pitot tube was used to measure total pressure. A
metric jet, the effect of the tabs was so dramatic that the technique special 1 mm (od) static pressure probe, designed after Seiner &
has been at times referred to as the "supermixer' (E.J. Rice, private Norum (1979), was used to measure the static pressure only on the
communication) However, the flow mechanisms, even the basic jet centerlne. Probe traverses and data acquisition were done
changes in the flow field caused by the tabs, essentially remained remotely under computer control.
unknown.

RESULTS AND DISCUSSION
The obvious technological significance of the ability to

Increase mixing and reduce noise, even In supersonic jets, provided The notations p, and p. are used to denote the stagnation
a strong motivation to pursue the topic further. This led to the pressure and the ambient pressure, respectively; p6 denotes staU-
present investigation. A detailed flow visualization experiment was nation pressure In the plenum chamber. The design Mach number,
conducted together with quantitative measurements of the flow 1 36 corresponded to a pressure ratio, pJp, - 0.3323. For any
fie'd. Even though questions have remained unresolved, the given plenum pressure p, the notation M, is used to denote the
results provided a clearer insight into the flow field changes caused Mach number had the flow expanded to ambient pressure. In the
by the tabs. This is what we would like to describe in this paper. supersonic regime, pressure ratios 0.3323 < pJpw, < 0.661 pro-
Preliminary results of the experiment were reported by Samlmy, duced overexpanded jets and pjp,, < 0.3323 produced under-
Zaman & Reader (1991). Only key results are discussed here due expanded jets. Thus, overexpanded condition existed for 0.79 < M,
to space limitation, a more detailed paper is being prepared for < 1.36, and the flow was underexpanded for M, > 1.36. In the
Journal submissior range 0.7 < M1 < 0.79 (0.661 < pjp,. < 0.72), a normal shock would

be expected to occur in the diverging section of the nozzle. The
EXPERIMENTAL FACILITY static pressure is denoted by P, P. representing that at the nozzle

exit
The experiments were carried out in a small supersonic jet

facility at NASA Lewis Research Center. The facility Is schemat- Flow Field Data
ically shown in Fig. 1. A converging-diverging nozzle with throat
diameter of 0.635 cm and design Mach number of 1.36 was used Figure 2 shows the measured stagnation pres.suro for eight
I he Mash number range covered was 0.34 to 1.81, representing M, as indicated. In this and later figures, pairs of curves have
subsonic and over- and underexpanded supersonic conditions. The been shifted by one major ordinate division, In order to present the
flow visualization plutures were obtained by laser sheet illumination data in a concise manner. Each pair In Fig. 2 contains data for the
and Schieren photography. A 4 W argon-Ion laser was used for 2-tab case and the corresponding no-tab case. The data have
both techniques. The laser sheet Illumination was performed In the been normalized by the respective plenum pressure, p6,
supersonic jets without any seeding. The cold supersonic jet core
caused natural moisture condensation In the mixing layer from the In the supersonic regions of the flow, the measured stag-
entrained ambient air. Thus, with this technique, the mixing layer nation pressure, p0, corresponds to the stagnation pressure behind
region was illuminated, the standing bow shock in front of the pilot probe. The oscillations
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are staggered by one major ordinate division WlOr

Figure 3 -- Centerline variation of static pres-
sure for the eight M, shown similarly as in

in the data near the jet exit are due to the standing shock structure figure 2.

Let us emphasize that due to probe interference there is measure-
ment error and the data in the supersonic regions should be con-
sidered only qualitative. However, the data are accurate enough to
capture the global features; for example, the number of shocks and
their spacings are captured quite well as indicated by comparison
with Schlieren photographs discussed later.

It is evdent from Fig. 2 that the effect of the tabs Is similar
over the entire M, range. Note that in the supersonic regime, the ___.___,_,_,_,_,_,___--

shock structure is affected drastically by the tabs This Is accom-
panlod by elimination of screech noise for which data have been
presented by Sanimy, Zaman & Reeder (1991).

,n order to calculate the local Mach number, one needs to No-tab

measuso, besides p., either the static pressure before, P, or the
static prossure after the 0hock, P2 In an over- or underexpanded
supersoric jet, there is a complex shock/expansion system In the "
flow Itsel and it Is not an easy task to measure either P, or P.. 2.5- -4-tab
The double-cooe static pressure probe, de.-igned after Seiner &
Non, m (!979), was fabricated and used only to measure P, on '
the jet centedine. Flqure 3 shows the P, distributions corre-
sponding to the eight M, values of Fig. 2. For these data, essen-
tially similar comments can be made as done for the p. data of . , . 2-tab
Fig. 2 Including on the measurement accuracy. Note that even for
the subsonic jet at the lowest M,, the static pressure iS negativo
over a long distance along the centerline, a similar result was
reported by Hussain & Clark (1977). 0. 6.

The P, and p, data were combined to calculate the local x/ot
Mach number variation along tne jet axis. Data for Mi - 1.63 are Figure 4.-Centedine varlaton of Mach
shown in Fig. 4 comparing the 1-, 2- and 4-tab cases with the number for Mi . 1.63 with and without
no-tab case. Again, it Is clear that the shock/expansion pattern Is tabs.
drastically affected by the tabs. One also finds that while just one
tab affects the flow field drastically, effects of two and four tabs are
more pronounced.
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Figure 5 -Centedrine variation of mean
velooty for Mt . 0 34 with and without
tabs

Data for the centerline variation of the mean velocity, meas-
ured with a hot-wire at M, - 0.34, are presented in Fig. 5. Clearly,
the potential core of the jet is reduced drastically and a similar
inference is made, as with Fig. 4, In regards to the effect of the
number of tabs.

While the data of Figs. 4 and 5 show the mean velocity dis-
tribution only along the jet centerline, detailed data on radial profiles
and far-field noise were also obtained but are not included here. Flow Visualization
These data showed that four tabs resulted In the most reduction of
the far-fielk noise. However, although four tabs resulted in more Figure 6 shows long exposure Schileren photographs of theInitial mixing, as evident from mass flux computed from the radial flow field for five M as Indicated. The flow is from left to right andprofiles, the effect of two tabs 1.3rsisted the farthest downstream. the pictures were obtained using a vertical knife-edge, visualizingThis also becomes evident from the flow visualization results. the density gradients In the streamwlse direction. The flow fieldsapproximately cover x/D, range of 0 to 13. The knife-edge posi-

tion was changed for fine adjustments from case to case; thus, thevisual jet width should not be considered as a measure of jet
spread. In Fig. 6(a), flow fields without any tab are shown. The
shock spacing iticreases with Increasing M, In the supersonic_regime. 

Note that the shock spacings, for example at Mi m 1.81,are found to be the same as observed in the p, and P, meass-
urements (Figs. 2 and 3). About six shoci cells are observed
consistently within a x/D, range of 0 to 12.

Figure 6(b) shows corresponding photographs of the flow
field with two tabs, when viewed parallel to the plane containing the
two tabs. It Is clear that the jet bifurcates In the plane per-
pendicular to the tabs, at all M. In the supersonic regime, the
shock spacings have also been significantly reduced (compare with
Fig. 6(e)). When viewed perpendicular to the plane containing the
two tabs, only one part of the bifurcated jet Is seen and thus the jet

1spread appears less, and these data are not shown. Note that theeffect for the overexpanded case at M, - 1.14 (Fig. 6(b)) appears
less than that at othr M; this point Is addressed In the following
section.

The bifurcation of the jet observed in Fig 6(b) Is commen.
47 surate with the radial velocity profiles obtained Presently (Samimy,Zaman & Reader, 1991) as well as by Ahuja & Brown (1989) andBradbury & Khadem (1975). Ahuja at el. (1990) presented a set of

Schiloren data for a&i underexpandea case that appeared the sameas those for the underexpanded cases of Fig. 6(b). The bifurcation
effect resembles the effect achieved by dual mode helical acoustic____________________________________excitation (Parekh, Reynolds & Mungal, 1987), or by simple lateralvibration of the nozzle issuing the jet (Andrade, 1941).

Laser sheet visualization of the mixing region was performedfor the supersoni. jets. Figure 7(a) shows the jet cross section at
four different axial locations for the natural jet at M, - 1.63. The
bright and Initially narrow ring shows the mixing layer, which Is
growing with the streamwlse distance eventually covering the entire
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2 expenment using laser sheet illumination, Clemens & Mungal
(1991) studied distortions in a plane, compressiule mixing layer,
produce, by shocks originiting from the wind tunnel side wall. The
distortione -eported had curious similarities with the present case,
although it a )peared that the "bulging" occurred on the lower speed
3ide of their iiixing layer. Possible vorticity dynamics producing

4 the distortions ni the present case are discussed in the next
section.

In Fig. 7. while the jet has regained the axisymmetrc shape
for the 1- and 4-tab cases by 16D, it has remained quite elongated
in the plane perpendicular to the tabs for the 2-tab case. In fact
visualization at 30D, for the 2-tab case still shows a very elongated

3 - - cross section; this is shown in Fig. 8 for M, - 1.81.

The initial evolution of the mixing layer under the action of
two tabs is further shown in Fig 9(a) It is clear that each tab
produces a large distortion in the mixing layer which grows with
downstream distance and results in a bifurcation of the jet by about

C 3D. Figure 9(b) further documents the effect of two tabs at
x/D, - 1.5 for three Mr Within the range covered, the effect", ., ppar,,ntly becomes more pronounced with increasing M,. With

Increasing M, the Jet core temperature becomes lower, thus, with
the technique used for the visualization, the mixing layer may be
expcted to appear sharper. However, there is also a diminishing
effet of the tabs with decreasing M, as the overexpanded condi-
tier Is approached. A possible reason for this behavior is

W addressed In the following section.

DISCUSSION AND CONCLUDING REMARKS

An inference that can be made from this Investigation Is that
compressibility may have little to do with the effect of the tabs The
data show essentially the same effect all the way from incompres-

No lb

sible to highly underexpanded supersonic conditions. The tabs,
however, do weaken the shock structu,,) drastically in the super-
sonic cases, which is accompanied by elimination of the screech
noise. But the basic effect must originate from changes in the
vorticity distribution caused by the tabs.

Perhaps, the most illuminating results are the laser sheet

crosction of the jet. The departure from axiymmetry In these visualization pictures of Figs. 7 to 9. The 'indentation" In the

pictures is mainly due to the camera anle r spondin thes mixing layer may not be a "pa,iv' wake of the tab. Similar flow
frcthres flw filde the an a angle. Corresponding pictures visualization pictures (not shown here) in certain overexpanded
for the flow field with 1, 2 and 4 tabs are shown in Figs 7(b) to (d), cases, where the tabs were essentially ineffective, showed that the
respectively. Again, the camera needed to be adjusted from picture wake from the tab almost vanished by about two jet diameters.
to picture and thus the visual cross sections do not represent the The Jet mixing layer in these cases appeared essentially oblivious
jet spread. to the presence of the tabs. In contrast, the flow field Is about 50

tab widths downstream, at 4D, In Fig. 7(c), yet the distortion
The presence of a tab significantly distorts the mixing layer. appears to be growing and Influencing the entire jet cross section.

The effect is to leave an "indentation' or a bulge into the high The distortions introduced by the tabs are also not an artifact of the
speed aide which grows and persists far downstream. In a recent visualization technique. Radial profiles of Mach number confirmed
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(a) Streamwise vortex pair from a tab

(b) Vortity distribution for 1 -tab (c) Vorticity dbution for 2-tab

(d) 'Necklace vortex. (a) 'Trailing vortex'.

the di-4trtions This leads us to believe that there must be a signi- Figure 10 -- Likely vortioty dynamics
ficant interaction between the flow field over a tab and the sheet of
azimuthal vort-cty that emanates from the nozzle The following is
a conjecture in regards to the vorticity dynamics

It is likely that a pair of counter-rotating streamwise vortices of the tab is lifted up so that the approaching streamlines are at anare shed from each tab as sketched in Fig 10(a). This should be a angle of attack with respect to the tab producing a resultant force'stationary" vortex and not like 'hairpin* vortices which are shed acting radially and away from the jet axis, In such a case, the pairperiodically (Acarlar & Smith, 1987) This is because the photo- of counter-rotating vortices as sketched in Fig 10(e) would be quite
graphs in Figs. 7 to 9 are images with a long time exposure where realiatic.
any periodic structure would be averaged out The streamwise
vortices interact and evolve with the azimuthal sheet of vorticity One may further conjecture that the mechanism of stream-issuing from the nozzle. The resultant vorticity distribution on a wise vortex generation from the "ramps' of Bradbury & Khademcross-sectional plane may be expected to be as in Figs. 10(b) and (1975) and from the "wishbones" or "doublets' of Lin, Selby &(c) for one and two tabs, respectively. Howard (1991) are essentially the same as described for the tab. It

seems that a triangular shaped tab with the base on the nozzle wall
The strength of the streamwise vortices should eventually may act similarly (Rogers & Parekh, 1990) However, if this isdecrease to leave only the *iridentations" on the mixing layer as placed like a "delta wing,' with the apex leaning upstream, it seemsobserved at x/D, - 3 in Fig 9(a). Farther downstream, the bifurca- that vortices of sign opposite to what is sketched in Fig 10(e) willtIon of te let may take place in a similar manner as suggested by be produced If it is possible to produce such a vortex pair, theHussain and Husain (1989) through what they called a 'cut-and- "Indentation' would be outward into the low speed side of theconnect' process In fact, these investigators observed a very mixing layer. It is not completely clear if this would really be thesimilar sequence of deformations leading to a bifurcatic. of a jet case and what the resulting effect would be on the jet evolution

originating from an elliptic nozzle

The siggested strearnwise vorticity generation is therefore aThe question then arises is to the origin of the counter- pressure driven and inviscid phenomenon and not due to wrappingrotating vortex pair sketched in Fig. 10(a) Such 'stationary" vortex of the viscous boundary layer around the tab. In order for the tab
pairs, formed over protuberances in boundary layer flows, have to work, a favorable presture differential must exist across the tab.been variously called a 'horseshoe' vortex or "necklace" vortex It was observed that in the overexpanded cases the effect of the(Acarlar & Smith, 1987; Bandyopadhyay & Watson, 1988). How- tab was either less or absent. In the overexpanded case, there isever, a little scrutiny should indicate that the vortex sketched in an adverse pressure gradient within the diverging section of theFig. 10(a) s not the same. A necklace vortex is sketched in nozzle prior to the exit. In severe cases of overexpansion thisFig. 10(c;, following Bandyopadhyay & Watson (1988). The sense could even result in a boundary layer separation. It is, therefore,
of rotation in this case is contrary to what Is sketched in Fig. 10(a). not surprising that the tab does not work In the overexpanded caseLin, Selby & Howard (1991) recently investigated the flow over becauso the pressure differential across the tab is either diminished
various vortex generating devices while studying their effect on or adverse.
boundar/ layer separation. It Is interesting that they reported pairs
of streamwise vortices from several of these devices to be of the Questions have remained in regard to the optimum geometrysame sign as found here for the tabs. of the tab. Further investigation is required to determine the

optimum height of the tab relative to the boundary layer .hicknessIt is pose.)31e that the tab acts as a 'winglet' and produces a If the vorticity dynamics are correct, as conjectured above, then thepair of *trailing ortices.' This is sketched in Fig. 10(e), which is width of the tab would also be a critical dimension as that deter-similar to the trailing vortices originating from tha tips of a wing mines the spacing of the two counter-rotating vortices; this needs to(e.g, Van Dyke, 1982, p. 51). It should be recognized that in order be studied further. It also remains to be demonstrated if the tabsfor the tip vortices to form, the wing should be at an angle of attack will work in jets with a fully turbulent exit boundary layer and aproducing a resultant lift The tabs, however, are projected nor- highly disturbed core flow condition, as expected In a practical jet.
mally into the flow. It is plausible that the boundary layer upstream These Issues need to be sorted out before the method could be

understood clearly and applied successfully In practice.
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ABSTRACT has been used for testing various turbulence models
and/or model assumptions. Only a few results are pre-

A database obtained by direct numerical simulation of sented here; a detailed report is given by Gilbert (1991).
turbulent channel flow is used for testing and improving Similar results based on an earlier simulation are pub-
turbulence models and modelling assumptions With lished in Gilbert & Klelser (1989) and have partly been
respect to low-Re k-t models, wall damping functions are reported in a paper by Rodi (1988) In the present paper,
checked. The gradient models for the turbulent diffusion some DNS data are presented and compared with exist-
of kinetic energy and dissipation are analysed Modelling ing numerical and experimental data. The near-wall
of the dissipation-rate terms in the Reynolds-stress behaviour of the c, .f,-coefficient in the eddy-viscosity
equations is discussed. Attention is given to the possi- expression used in k-r models is investigated. A critical
bility of calculating certain turbulence model constants evaluation concerning the modelling of diffusion of tur-
directly from the simulation data bulent kinetic energy and turbulent dissipation by gradi-

ent assumptions is given. Finally modelling of the dissi-
INTRODUCT:ON pation-rate terms in the Reynolds-stress equations

(Launder et al. 1975) is discussed
To predict turbulent flows for complex geometries turbu-
lence models of different categories (one-, two- and Rey-
nolds-stress-equation models) are used The subject of DIRECT NUMERICAL SIMULATION OF TURBULENT
turbulence modelling has been reviewed quite often, e g. CHANNEL FLOW
by Rodi (1980), Patel et al (1985), Speziale (1991) and, As in our earlier simulation (Gilbert 1988, Gilbert &
with particular emphasis on aerodynamic flows, by Kleiser 1990). the turbulent channel flow data has been
Rubesin (1989) and Bushnell (1991) Improvements of obtained by starting a simulation with slightly disturbed
current models and recent developments in turbulence laminar flow and continuing all the way through the
modelling are discussed e.g by Hanjalic (1990), Launder transition process up to developed turbulence. The mass
(1990), Rodi (1988) and Rodi & Mansour (1990). The sta-
tus of an international project on collaborative testing of flux is kept fixed at all times by imposing an appropriateturbulence models is reported by Bradshaw et al. (1991). instantaneous pressure gradient. The numerical resol-

ution in the late transitional and turbulent stages is
Until recently turbulence model development has been N, x N2 x N3 = 1602 x 128 gridpoints in the streamwise
based mainly on indirect methods, i.e. testing the closure (x,), spanwise (x2) and normal (X3) directions, Again we
models by comparing the computed results for different employ a spanwise symmetry condition, which arises
applications with experimental or theoretical data for the naturally for the transition problem and cuts the comput-
specific problem. This is because until now there has ing time and memory by a factor of two. This does not
been no way to measure pressure and velocity fluctu- appear to adversely effect the obtained turbulence sta-
ations simultaneously with sufficient spatial accuracy. tistics. The turbulent mean wall Reynolds number (based
With the advent of sufficiently powerful supercomputers on channel half width h, wall shear velocity v, and kine-
and highly accurate numerical (mostly spectral) methods, matic viscosity v) is Re, = 210. The centre-line Reynolds
direct numerical simulations (DNS) of inhomogeneous number is RecL m 3830. The fully turbulent flow is calcu-
turbulent flows in simple geometries and at moderate lated over a time interval of AT' _ATv,2/v-,1000 wall
Reynolds numbers have now become possible (cf Rey- units. The box lengths in the streamwise and spanwise
nolds 1990). These data bases can be used to test clo- directions are L, 2360 and L2 z 1180 and are twice as
sure models by direct comparisons of the closure formu- large as in Gilbert (1988). The sampling time Interval of
lae with the terms being modelled. The data bases will our running time average, which includes horizontal
also provide guidelines for model developers averaging, Is At,',,,, 1. Averages over horizontal

planes, both channel halves and time are denoted by
Considerable work on this subject has been done at the ..

NASA Ames / Stanford Center for Turbulence Research

where some of the first direct numerical simulation data- All correlations up to third order moments appearing in
bases of turbulent flows were generated. These data- the exact k, t and Reynolds-stress equations were calcu-
bases are being evaluated continually by turbulence lated. The overall agreement of the computed turbulence
researchers during workshops such as reported by Hunt statistics with existing numerical and experimental data
(1988) and Moin et al. (1990). Mansour et al. (1988) pub- at comparable Reynolds numbers is good. Some dis-
lished one of the first papers on direct testing of turbu- crepancies occur In the near-wall region which have also
lence closure models for wi-bounded flows been observed In the turbulent channel flow simulation

of KIm et al. (1987) at the somewhat lower Reynolds
In the present work a drtabase of fully developed turbu- number Re, = 180. Our present results are quite close to
lent channel flow (generated by the first author In 1988) the Kim el al. data (Oilbert 1991).

1 Now with BASF AG. Technical Development, ZET/EA. D-6700 Ludwigshifen
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In Fig 1 the mean velocity profile is given, which shows derived from a (high Reynolds number) second-moment
a well-developed viscous sublayer and buffer region, closure of Gibson & Launder (1978). This result confirms
Unlike in our earlier simulation, the logarithmic part of the suggestion of Launder & Tselepidakis (1990) that the
the profile is now clearly visible The differences between rapid reduction of the Reynolds stress -- <uju3> as the
our data and those of Kim et al. are small Both simu- wall is approached is due to the damping of <uD> rather
lations give a log-law with an addit w; constant slightly than to direct viscous eifects.
above that given by Dean (1978) In Fig. 2 the computed
root-mean-square values of the three velocity fluctu-

ations normalised by the local mean velocity <v,> are GRADIENT DIFFUSION HYPOTHESES

shown. Whereas the two sets of DNS data nearly col-
lapse, the experimental data show considerable scatter. A usual assumption in the k-equation is the gradient

model for the turbulent diffusion term
The results of Alfredsson et al. (1988) for u,'/<v,> fit our

simulation data very well, whereas the recent results of a .( "t k)
Niederschulte et al (1990) clearly differ (1) -Xk <Uk (up,/2 +. p)> = (?. k 0 Xk

To test this assumption, we calculate both the exact term
BUDGETS OF TURBULENT KINETIC ENERGY AND DIS- (I h.s.) and the model term (r.h s,) Since diffusion is very
SIPATION small away from the wall a more critical way of testing
Fig 3a shows the balance of the kinetic energy k, using the model is to compare the integrated terms, which are

the usual notation (see Mansour et al 1985) except for shown in Fig. 5a. Over the whole channel the two quan-
the viscous dissipation rate ti = 4 t<u >jax (Here and tities are nearly proportional so that a, is approximately
inthe viscous digussatn re given in wal unit) (ead constant The value calculated from our DNS data varies
in the later figures data are given in wall units.) Away from ak = 0 9 at y' 30 to a, = 0.6 near the channel cen-

fro m the w all there is an a pproxim ate balance betw een r e i a n average v l o 
0= 0. 8,n w hichh isc lo w erl than

the production PA and the dissipation r. Closer to the wall the standard value of 1.0 Using a constant value of the

turbulent and viscous diffusion transport energy from the turbulent diffusion in the immedte vcinity of the wall is

region of main production towards the wall and towards underpredicted However, this is of minor importance
the core region of the channel In the r-balance, shown in because turbulent diffusion is small there compared to

Fig 3b, the turbulent production P, and dissipation r, are the dissipation and viscous diffusion terms.
the dominant terms in the core region of the channel.
Near the wall the rate of production by the mean flow Like the diffusion term in the k-equation, turbulent dif-
P: + Pf increases and peaks at y' 5 At this position F', fusion of dissipation is modelled with a gradient

reaches its minimum value Gradient production P, and assumption

turbulent diffusion T, are relatively small compared with
the other terms Nevertheless, as will be seen later, these - jU,, 2+2 ( U

terms are important in turbulence modelling since they (2) X t. ()> / 2 )</ -.
balance the net effect of all other source and sink terms 7( 1 oX

(;e. the sum of P, I P,' i- P, -- F,) '
0

xk "I ()XI

To test this model we again compare the integrated

THE EDDY VISCOSITY RELATION IN LOW-RE k-t MOD- terms which are shown in Fig 5b Away from the wall

ELS (y' 30) the proportionality is acceptable, with a, varying
between 1 4 at y' = 50 and 1.0 near the channel centre,

To account for the direct effect of molecular viscosity on thus bracketing the usual value of a, = 1 3 Near the wall,

the shear stress, low Reynolds number turbulence mod- however, the model of Eq. (2) is completely wrong Coin-
els use damping functions f, in the Kolmogorov-Prandtl puting a, from the DNS data leads to negative values for

expression for the eddy viscosity, i', = c, f, 0/r The a, there Again it might be argued that the diffusion term
problem of evaluatin c fm from various DNS data has is small in the near-wall region compared with the other

been considered recently by Rod; & Mansour (1990) terms in the t-balance so that the deficiency of the gra-

They found that c, depends both on the type of flow dient model would not be detrimental. But this is not true

(channel or boundary layer) and on the Reynolds num- for the modelled c.-equation Since the net effect of gen-

ber Fig 4 presents our DNS data and a comparison witht eration and destruction is small compared with the indi-

several models and experimental data In the region of vidual terms it is important to have a good model for the

approximate balance between production and dissipation small" diffusion term

(marked in Fig 4a by vertical bars) c, attains a value of
0.11, which is higher than the standard value of 0.09 DISSIPATION RATE TERMS

but is consistent with P,/c ; 0 8 being less than one (Rodi
& Mansour 1990) The agreement of the f, distribution Near walls, modifications are also necessary to the high-

obtained from our simulation, with c chosen as 0 11, with Re versions of Reynolds-stress equation models. Viscos-

the averaged dWstrihilion deduced by Patel et al (1985) ity enters the Reynolds-stress bslance primarily through
from different exper:ments is very good (Fig. 4b), Two , the dissipation rate terms t,, The modelling of thesefro difernt xpe~mels s vry ood(Fi. 4). wo , terms is based on blending the nonisotropic behaviour

functions from the k-& models of Reynolds and of Lam & g p

Bremhorst (see Patel et al. 1985) are also included. Very near the wall, approximated (Rotta 1951) by

close to the wall the f, obtained from our simulation (_u 3 >;
increases proportional to 1/y to ensure the y-behaviour (3) - T2v< -u, -u>

of the Reynolds stress. None of the k-r. model functions k k

exhibits this behaviour, and even away from the wall with the expression for sufficiently high Reynolds num-
their overall agreement with the simulation data is not bers, where the concept of local Isotropy holds

very good. A surprisingly good agreement over the u 2

whole range (except for the immediate vicinity of the (4) -2v< a--- *r >
wall) is found with the relationship f, = 2.92u >Ik OXk aXk 3 "
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The blended form of the t,, model (cf Hanjalic & Launder The coefficient c, in the eddy viscosity expression is cal-
1976) reads culated from the DNS data as 0.11 instead of the usually

applied value of 0.09. A possible explanation Is the
(5) £ c,, .,-+ (1 -2 - dependence of c. on the ratio P,/e which is below 1 (about

) E0.8) In the log-law region where c, is found to be con-
Hanjalic & Launder inferred that the blending function f, stant. None of the tested damping functions t, used in
is a function of the turbulence Reynolds number low-Re k-& models shows acceptable agreement with the
Re, = k 2/(vc) and determined it by computer optimization simulation data over the whole near-wall region. Some
to be functions rise too fast whereas others approach unity too

slowly. The turbulent diffusion of turbulent kinetic energy
ReT -and dissipation is usually modelled via a gradient-type

(6) f, 0 + 1 model. The agreement between such a model and the

In a more recent proposal by Fu et al. (1987) 4, itselfs DNS data in case of the turbulent kinetic energy is good
deend mone niropsaly ensor l.using8thefanisty over the whole the channel depth. The model works well
depends on the anisotropy tensor, using the anisotropy also in the case of turbulent dissipation except in the

immediate vicinity of the wall.
(7) f, = 1 - rA. In Reynolds-stress models the dissipation rate terms s,,
The anisotropy factor is defined by A = 1 - 9(A 2 - A3)/8 have to be approximated. Modelling of these terms is
where A2 = a, - a, and A3 = a,. ak a, are the second and based on blending the non- isotropic behaviour near the
third invariants of the Reynolds-stress anisotropy tensor wall (Rotta's model F,, = <u,u,>)/k) with the expression for
a,, = <u,u,>Ik - 26,,/3 The value of f, in Eq. (6) changes local isotropy at high Reynolds numbers, e,, = 26j./3.
from unity to zero as the Reynolds number Rer varies Most models do not work well since the blending func-
from zero to infinity This behaviour is also attained with tions restrict the influence of the wall term to the viscous
Eq. (7) because A is zero in 2D turbulence (near walls) sublayer. From the simulation data it follows that a
and A = I in isotropic turbulence blending function decaying more gradually with the wall

distance leads to acceptable agreement with the DNS
Fig 6 shows the two , functions Eqs. (), (7) computed data for all components. The blending function of Fu et
from the simulation data The difference between the two al (1987), 4, = 1 - /? where A is the anisotropy factor,
functions is quite big The function Eq (6) quickly decays de show sc g beAiur
within the viscous sublayer (y' < 10) to its minimal value

(which is non-zero because Re, is finite), whereas Eq. (7)
decays more gradually, and roughly linearly, with the ACKNOWLEDGEMENT
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Abstract : Direct simulation data for a channel flow and a flat
plate boundary layer are used to develop a new k-c model which P(K) = -,uij tJl : production term
predicts the dissipation, the turbulence kinetic energy level and TK) = fu i j],] : turbulent transport term
budget correctly, in contract with classical k-e model and
presently available Reynolds stress models. D(K) = V Kjj : viscous transport term

n(K) = - i i : pressure-velocity correlation term

INTRODUCTION C = WV jui : "dissipation"

The overall success of turbulence models is determined in The equation for E is as follows
a large measure by the treatment of the vicinity of solid walls. The
underlying assumption of the so-called wall function approach, DIe = 1
namely the universality of the law of the wail and the related -Pt) + P;,) + 1() + P(," Ti) + D(,) + n(,) - YF (3)
concept of turbulence in equilibrium, severely restricts the range
of validity of turbulence models and excludes a possible use in with:
cases with separation or high skewing of velocity profiles. For I ., 2' dk.j S&, : mixed production term
such complex flow situations, the turbulence model must be P(e) V- .'
solved including the viscous sublayer. This in turn introduces,

apart from computational difficulties due to large grid aspect p2 ) -2v 7 i
ratios, a modelling problem usually associated with the so-called (E) k ia im' n: generation by the mean velocity gradient

low Reynolds number corrections : weighting functions are 3
introduced in standard models and are empirically determined, at Pt) '= " 2vWi tJi. : gradient generation of dissipation
best, on a correct asymptotic basis, and in such a way that mean 4
velocity and friction velocity predictions agree with experiments, P(c) E. 2V UikUimUkm : turbulent generation of dissipation
at least for simple flows. k u tre n io s i

The recent availability of direct simulation channel flow Tkt) [ ku jlj : turbulent transport of dissipation

[1][2] and flat plate boundary layer data [3] makes it possible to D(,) n v e., : viscous diffusion of dissipation
assess the most representative models [4][5116][7] which share
two main common deficiencies. (i) Although the mean velocity kp() 2v [ k]j : pressure transport of dissipation
and the Reynolds shear stress are correctly predicted, there is a
systematic underprediction of the turbulence kinetic energy. (ii) YE s 2VX2F u : destruction of dissipation
Close to the wall, the prediction of dissipation fails completely. The closure assumption for Reynolds stresses is the eddy

Direct numerical data are used in the following to suggest viscosity assumption (4):
new two-zone K-c model, on the basis of the mixing length i -6--E- 2 K4

hypothesis. The most important modifications are the following: I u 3  .
(i) Instead of introducing a universal weighting function, Far from wall boundaries, this closure appears correct

a two-zone mixing length model is used with an algebraic 'vih CA = .09 ; f = 1. However, close to the wall, the eddy
expression, independent on K and E, close to the wall. viscosity level tends to be strongly overpredicted ; the aim of f. is

(ii) A new closure for turbulent transport of K is to correct this effect. Possible choices for ft have been discussed
introdoced. in [5] and the most recent contributions [6][7)[8][9] try to follow

(iii) Turbulence dissipation, in the inner zone, consists in
two parts. One part, independent on kinetic energy destruction, is the asymptotic behavior :-7' - y3 when y, the normal distance
modelled by an algebraic term. The other, E, results from K and to the wall, vanishes. However, it appears hopeless to use direct
a Taylor scale. In the outer zone, E is given by a new transport simulation data to improve further the fA shape. Fig.I plots
equation model. e+2 U-'v+

fT A= OW - (with C. = .09) with respect to y+
1. THE MEAN FLOW EQUATIONS

for Spalart's data at R9 = 300, 670, 1410 and Kim et Al data atThe Reynolds-averaged Navier-Stokes equations for an RH = 3250,7890 and demonstrates the lack of universality of f.
incompressible flow are :

DO.-.i=0 ; -j+ ["'i'l =-pi P +v iJjj (1) 2. THE MIXING LENGTH MODEL

The turbulence kinetic energy is also solved: The mixing length model considers a fluid particle A with
DK :P(K)- T(K) + D(K) + rl(K) - e (2) velocity VA which moves transversally to point B (AB = 1) where
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_ __._ _ implies: (i) that the mixing length hypothesis is valid close to the

Ci- EGENDE wall. (ii) also I does not scale with K3/2/e and involves the Van
FIH-78o I. - Driest factor fv. In order to explain this result, we may consider:

- I--- R 3250 [ -

1g R_-._ log10 (I +) LEGE

0 10 0 30 40 50 6077
Fi..Lcko nveslt of C+orsvea vlesorR, h -1lo 1 T+

0 .5.- -... 300
0.5 " .-....7890

, ---- 32,50

Y+ -,

0.O0 ... I I I I ' i l i I 
i

0 10 20 30 40 50 60 70
Fig. L Lack of universality of Cp for several values of Ri .2e-2 log 10 (Y+)

channel Reynolds number and R0, the flat plate Reynolds -,
number. -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
the velocity is UB. Then: Fig.3. Inner length scale (10). - c1, case C = 0. +, present

model. Other curves are direct simulation data with RT or Ro
6-v - (CB-OA)V (5) indicated.

where v is the characteristic velocity fluctuation in the direction , 11)

normal to the wall: [v'T]1/2.A Taylor series gives: El I ;22 C33
+B- a2- + u - with Cu = .065 ; CC 19 ; C 11 which are compared with

+ 1 + +I 1 (6) I. Close to the wall, the best agreement with direct simulation data
The first series of terms accounts for the influence of the mean is provided by I, without algebraic correction (fig .4),
velocity, the second series accounts for the influence of the confirming that [R is not the correct characteristic velocity. This
fluctuation. Substituting (6) into (5) and truncating gives: is because several types of eddies exist, each of them having their

0[ own characteristic velocity and length scales in given directions.
- -d V I j where v = [vT"ifl (7) We thus introduce the characteristic velocity and length vectors:

Direct simulation data (fig.2) indicate that: 3 3U= 2;, vie, ; I= 1__ 1, eI  (12)

= .63 fv where fv = I -exp(- (8)

fv is nothing else than the so-called Van Driest damping function, LEGENDE ,......

with A+  = 26.5. The correct closure assumption needs therefore 0 .......- - -w)- --

to specify the length scale I through : -0-o ....

1 (9 ) 2r -'re '<' "  -- -

"r'.I '"+

0.5 K. 4
0 25 50 75 100 125

LEGEINE Fig.4. Comparison of length scales 1,, I, I with direct
x141 simulation data at R8 = 3250.0.25- 670~

3M0

, 350 lThe eddy-viscosity model becomes:
--.. v--A I - -=ulk, (13)

0 10 20 30 40 50 60 70 80 90 100 110 Close to the wall, the characteristic velocity is [ 2 11/2e 2, and the
Fig.2. Utility of Van Driest dan, g function ( .... ) for the c scal is /2

characteristic length scale is L e2. Using the following
representation of [vT /K]il vs. y+. - , tanh(y+/35). £22

It has been demonstrated that the model CtK3 /e fits direct estimations: [7 2 ]1 /2 - f 'IK ; 2 /K - K/8, we find
simulation data in the outer region, while the damping function - rv , c.2 

K 2 DO

approach I = CfK3/2/e is not adequate in the inner region where 7 = Y fv " 0 (14)
a rather universal behavior of the length scale is found (fig.l). which is similar to [8] which differs from (14) by a sublayer
For this reason, an algebraic model is preferred. We have used :
1.=iyfv+C,[I-exp(- X+-)] ; C,=I;A= correction factor 1+4.lve3 /4/K3i2]. The classical isotropic model

+ is a particular case of (13) where no eddy dominates:

While A+, in fv, depends both on the pressure gradient and on the v I el C1, 2el (15)
blowing rate ( see e.g. [10]), the term involving the factor Ci is Therefore :
needed to correct the slight underestimation of direct simulation 0 lk'k V +00)(1) .k K2 . V 0
data and to account for the asymptotic behavior I - y due to v - - "'V= ( 1)1 (1 Ok + (2)2(2) = Cl, u. - tyH
y2 when y - 0. Fig.3 demonstrates the improvement with
respect to the case C t = 0 in the zone y+ r 25. Equation (10) (16)
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3. MODELLING THE TURBULENT KINETIC ENERGY 2vK *+. • y U 2w)~~~ ~~ --' E;f = ep[6 ;y + -- Y (20)

When a two equation model is used .,nly two terms need eoW)r= , ;v
closure assumptions in the K equation, namely the turbulent The term e(w) is significant only close to the wall and it decreases
transport T(K) and the pressure velocity correlation 11(K). A first very quickly outside the viscous sublayer because of the
gradient hypothesis forces the turbulent transport to vanish where correction f, which may depend on the pressure gradient, on v
the kinetic energy peaks, in contrast with direct simulation data. and on the characteristic frequencies of the velocity fluctuations.
For first type flows, we have used the following closure The values of the constants are optimised with direct simulation
assumption: data (fig.6).ay (rV.[ K 4K 2.1[i, (7 .0€ ....
T(K)= a OVtI +C KI -- N (17) 2.0

y 0 K TEGIV
Fig.5 demonstrates the improved results obtained with the model LEIiND

(17). 1.5 +G 7
02- ____________________0A 

.300
0 0 7890

- 3250
01' * LEt~ 1.0- +APPRO.

00- -- ---- CLAM ,(w)

-o2- /05
VK+ 

+

-02-

-0,, . 0.0

-04. . 0 1 2 3 4 5 6 7 8 9 10

-05. Fig.6. Closure (19)(20) for the dissipation ew) in the inner region

-06 LOG1(Y+) (£(w) is non dimensionalized with the length and velocity scales
.. ' -... ....

00 025 05 075 tO t5 tS t75 20 225 v/U? and U,). .', +, , 0,0, direct simulation data.

Figure .. Turbulence transport model. __ direct simulation We now examine the model for . We consider the
data (channel flow; RH= 3250); ++++ present model (17) with n or exame (21):

OK= .56; CKI = 2.8; ---- classical model.

4. MODELLING THE DISSIPATION T" =  / ; X ; == ; -=

The standard model equation is: X depends on th Reynolds number (fig.7a) and is roughly

DI Z t2 a VT. ag constant in the viscous sublayer. k has a very particular behavior

-- =f) CEI P(K) - f2 Ct2 + 1(v + -) (18) while X and , shre the same variation for y+ > 1 (fig.7b).

It has already been shown 14] that f, and f2 account improperly

for wall effects. , behaves in a different way in the viscous 2.5 LEGEE
sublayer, in the buffer layer and in the outer layer. Therefore, a -LEEO
description of both regions with a single equation appears . ... 0.... 0-

0.0- -.0- 7890difficult. Direct simulation data (2] indicate that e decreases away 3- - 5-- "
from the wall to a constant value at a location where K peaks.
Further away, c decreases in a way that is correctly described by 7.5-..........

classical models. However such models fail to predict the decay .
of e away from the wall, even with recent proposals [61[7]. 50 .

Other authors have demonstrated the interest of working y+

with E, a regularized c which behaves like y2 when y -4 0. For 2.5-
instance ( 11], 0 25 50 75 too 125

g= -2v[ "2 Fig.7a. Taylor Scale X+ with X = [vK/e]tt2 non dimensionalizedn a o a s n y n - y3 T by v/U, and U, as a function of y+, for several direct simulationAn asymptotic analysis when y -4 0 indicates that P(K) ~ 3;T(K) data.

~y 3 ;l()-y; -y 2 while vK,,i-2v [ 2 y.
Therefore, it is considered (12] that the pressure velocity .Xw LEGENDE
correlation, which balances the sum of the two viscous -w
contributions, needs to be modelled. However, the model [12] to- --\,
does not seem satisfactory for the following reasons. (i) Direct -u
simulation data for Il(K) lead to dispersed results for all possible " -.. .

choices for the characteristic velocity - U,; U,= [- 1'/2
. (ii) - ---

v K~ii and 2 v [K 2 are both of order I and the accuracy of the " ......

discretization must be truly second order accurate in order to do ... .... Logl0(y+)not hide the ehavior H() - y. This may be computationally .............
difficult in complex cases. We therefore prefer to model . 0 -.
simultaneously -1.0 -0.5 00 0.5 1.5 2.0[i aulan(19):Fig.7b. Taylor scales 1, Xu, X, X,, non dimensionalized by

e(. 2v 2. I'I~x) (19) v/U, and U?, as a function of y+.--, X. -.. X . ........

The retained closure is :XV - - - -, 'u.
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The dissipation generation term P) -= - 2v ukum Skin Since turbulent and viscous transport are lower, they can
be treated in the usual way by a first gradient hypothesis. The

is, like the mixed production PI - 2v ii S,k, of the order final model is:
ci1~~~. heec n i rete) =j Cj De C()+ 3/ 2 T a VTE (26

x? I' where c and i are the Kolmogoroff velocity and length " 4V CIE ( y) (26)

scales, X is the Taylor length scale, u and I are the energetic In (26) the first term models P1 P()' For y+ >20, in the log law

velocity and length scales. For this reason, they are classiclly

modelled together. zone, transport and convection may be neglected [2j, thus
pIr 2 £ e3/ 2P(K) 

+  C2 C E2  E2 =0(7

Pi)= Cc IrP(K) (22) Cel P(K+C4, "C£2]=0 (27)

This assumption is correct for as indicated by fig.8 where Coefficients are optimized so as to minimize the l.h.s. of (27).
While C~l = I and CO -- .24, C. 2 depends slightly on thedirect simulation data have been digitalized ftom fig. 15 of [2]. Reynolds number, as indicated in the following table:

75 Channel Channel Flat plate Flat plate Flat plate
LEG+t 2 RH=3, 250 R11=7,890 R9=300 ReO=670 110=1410

4(1 ) ONSDAT -- - -5.0 ++4 CE1  1.0 1.0 1.0 1.0 1.0

S+ Cc2 .24 .24 .24 .24 24
00 4, C 4  3.9 4.5 3.9 4.5 4.8

2.5 + Figs.10 show the correct balance between generation and.. i !' *'destructior terms.

. +.
00-+ Re= 1410

0 10 20 30 40 50 60

Fig.8. -- , P( model (24). ++++, direct simulation data.Fig.8. -, P~e).01-

While ) is usually neglected, P() -2v k

is usually predominant since it outweighs the destruction of 0- ---. ..----

dissipation Y(,) [21[131. Such terms are usually modelled together y+

as - C EL r-. However, direct simulatin data indicate that, '',,,. . . .,. . " . .,. .

although e2/K is the correct scale for destruction of dissipation, 0 10 20 30 40 50 60 70

4 Fig. 10. Balance between destruction and generation terms ..-.
the decay of e-2/K with y does not fit with that of P(O nor with 1 2 4), D(). ------ P" Y(O '-0- - ,Y )+P')+P+ )

t2 U
2
2 1 C

2T1
2 U

2

that of p4 .YCy This is because: [Crl-]2 -X2 R-U2 4""
.02-- " Re 670

4 ; p4', ell [ 3 (23ab,c) -

P4P(C) and Y. should therefore be modelled separately. While .01.

Y= C 2  (24)

the estimation of ( by:, .

4, .12 y+l 2 ci4 3/2 1 u ci U3  
""________________________

P =Ce4 - - [c(E C& l -.3/2 (25) ' .. ' .... , .... , ... . ..C7- X2 X3 0 10 20 30 40 50 60 70

ismn agreement (fig.9) with the order of magnitude (23c). Fig.10. Balance between destruction and generation terms. -..
SD()- - -.- - P - y(E), . ,Y(). , ( 2)4

-*01- P4  (C) (C) (e)o

7.5e
4 02- Re =300

+Y/.-1 
".

0 10 20 30 40 50 60 70 80 90 100 .

-• 4•

Fig.9. P 4 model .... direct simulation data...., .24 0 10 20 30 40 50 60 70 80

-e) , 312.u- rl K. Fig.10. Balance between destruction and g-neration terms..-.E~t2-F, pl/ 1 2 +4

, D(c). ------ P" Y(E) - -'Y(c" - _(c)+-'()+P'o
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_______________________________- present model predicts correctly the mean velocity as well as the

.05RH =7890 shear stress and the turbulent kinetic energy.

It is now necessary to apply the model to more complex

0.01'conditions, and especially to cases where there is a pressure
gradient. This work is presently underway.

MEAN VELOCITY (CHANNEL FLOWRE-D=3250)

15- -- -W-

0 10 20 30 40 50 60 70
Fig. 10. Balance between destruction and generation terms. - .- .

1 2 4
-,) .... P -Y(C).--Y().-- 5-P

.015- Log lO(y+)

-1.0 -0.5 0.0 0.5 to0 1.5 2.0
0.01- 1 Ia. Mean velocity profile

KINETIC ENERGY (CHANNEL FLOW,RE-D=3250)
.0054-K

LEGE iE

3 I+ DAT4I/
3: PRSENT

0 10 20 30 40 50 60 70 80

Fig. 10. Balance between destruction and generation terms. - .- .

-, .... P.Y(E.- -- Y(). --- P(E)+P +P4 o
: Log l0(y+)

0*- --r I I I
4. SYNTHESIS -1.0 -0.5 0.0 0.5 1.0 1.5 2.0

To summarize the equations to be solved in the case of a I l b. Turbulence kinetic energy
first type flow, the model is the following: DISSIPATION RATE (CHANNEL FLOWRE-D=3250

D=_aP a DO IW - .+ Ty- [(V+VT r) -]+ EN

DK ~a [RV4y )K I-2F 2vK .1-C---WD

DEI t2 VT at 0.1-

dP
where VT =fv Nri_ ; fv = I -exp(-Z~ A+ =26.5 forai0a .05-

A 
+

I =min(1,1 0 wherel1 =CV,,(iyfv,+C, [1-exp(--)L

a' * +2 1 lc. Dissipation rate

P(K) = VT -)y ;aK=.56 ; CKi= 2.8;f, exp (- 6~ -- T-) 0.0 REYNOLD STRESS .CHANNEL FLOW,RE-D=3250)

;U CEI = 1.-; 4~ = .24; C,2 = 4.5. ----+ LEGJMD
y + DMSATA

Instead of solving the Z equation down to the wall with -0.25- RSN

the boundary condition E = 0, the following boundary condition
is used about y+ 20:

5.5 +

MODEL VALIDATION -.75L Logl0(y I.. . I.. .. ,)

Results obtained with the present model are presented in -t0 -0.5 0.0 0.5 1.0 1.5 2.0
figs.1 1 where a comparison is performed with the Myong & 1 Id. Reynolds shear stress
Kasagi model. In the model [6], it appears that the weighting
functions are determined in such a way that the mean velocity is
correct. K and e are however not well predicted. In contrast the
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VSCOUS DIFFUSION (CHANNEL FL,RE-D=3250) The second important aspect of the work lies in the
modelling of generation and destruction of dissipation, namely by

LEGE'~)EC 312

D(K) + . NSOAA the introduction of a term C14 iin the model. This has been

0.1 ........ established through an order of magnitude analysis and with the-help of direct simulation data.

The last aspect to be considered is the fact that each layer

0.0 is described by means of its own characteristics rather than
introducing weighting functions which do not retain any physical

Lo,, ,," justification. In the outer zone, the flow field is modtled by a
. LogI0(y+) standard type K-e model. In the inner zone. the influence of the

, . .... .. ,wall is important.
-1.0 -05 0.0 0.5 10 1.5 2.0 Modifications of the standard model are as follows:
TURB. DIFFUSION CHANNEL FLOW,RE-D=325 0_ (i) an non isotropic model for Reynolds stresses.

+05{TK (ii) Characteristic velocities are computed using a Van Driest0.025JTK I LEGNCEr

L factor which is a normalisation of
0.0 (iii) The algebraic mixing length is used.

(iv) The turbulent transport closure is modified by means of a
second gradient.

-0.025 (v) Due to the fact that the dissipation budget is not available, it is
not possible to control the complete set of contributions to the
vorticity budget. In the viscous sublayer, the key point is the

-0.Log 0(y) modelling of c which controls the growth of K. c has been split
into two parts, one is connected to the destruction of dissipation,

i-r-r- the other represents the answer of the viscous sublayer to outer
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0 stirring. While the former is taken proportional to K, the latter is

BUDGET OF TURBULENCE KINETICENERGY more important and is described by a decay term. Although the
turbulence viscosity modelling is not critical in the viscous

0.-- sublayer, a correcting term is added in the mixing length
+  ,P(K) expression to enforce the asymptotic property.

0.1- DSome more work is obviously needed to adapt the wall

model to cases where a pressure gradient is present. The wall
model might be also usefully applied to a Reynolds stress model.

00 (K) .... . Also, more complex cases are to be considered in a near future.
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ABSTRACT
means of the system for s~m!'olic mathematical

Experimental data from LDV measurements by computation MAPLE (Char et al., 1988), (the

KatIsson & Johansson (1988) have been used to superscript + indicates that the variables have

determine the eddy-viscosity eamping function f . been nondimensionalized with the wall variables

This damping function behaves physically correct u. - Jrw/p, the friction velocity, and v,, the
+

and approaches one near y - 60 By using the same kinematic viscosity). Ti- results of the
data, the function f, is shown to be superfluous. implementation of the model in two different codes
The function f2 multiplying the production term in show a very good agreement with the experimental

data (Karlsson & Johansson, 1988; Johansson &
the c-equation is obtained by also using the data, Karlsson, 1989) and the results obtained by direct
together with a series analysis of the c-equation. numerical simulations, and are presented in the

next to last section of this work. A discussion of
The functions f and f2 have been implemented the model and some conclusions are given in the

in the PROBE and PHOENICS computer codes, and the last section.

results obtained are in very good agreement with
the new experimental dz.,a and direct numerical
simulation results THE DAMPING FUNCTIONS

The function f multiplying the eddy viscosityp
INTRODUCTION relation is intended to model both the viscous and

pressure strain effects on the shear stress (see
Two-equation, "low Reynolds number" turbulence Patel et al , 1985), and is defined by

models generally use three damping functions (see
Patel et al., 1985, Mansour et al., 1989) to
represent the near-wall effects, namely f for the

eddy viscosity v. , and f, and f2 for two different f +Uv / (1)

terms in the equation for the rate of dissipation C .

of the kinetic energy of turbulence, c. Also,,
,Ytra terms may be added both to modify e near the
ail and to satisfy the corresponding dissipation
equation All these functions are determined in a where -uv is the Reynolds stress, C (- 0.09) an
more or less arbitrary manner, with only general e
asymptotic behaviour in common. empirically determined constant of the two-

equation models and dU +/dy
+ 

is the mean velocity
Mansour et al. (1989) have used data from gradient perpendicular to the wall.

turbulent channel simulation to compute the
budgets for the tu aulent kii,etic energy, k, and The proper behaviour of this eddy-viscosity
its dissipation rate Through these budgets,, they damping function near a solid wall has been
have shown that different damping functions are studied by means of Taylor series expansions, and
needed in order to take into account the effect of
the vicinity of the wall, and they have made since -uv - (y )

3
, k - (y)

2 
and c+ - cw (

estimates of the behaviour of these functions.
[a2k+/ay+2]w, and =0 2 according the to the data

In the present work, experimental data from LDV 
w +

measurements in the near-wall region of A of Karlsson and Johanssun, 1988) as y - 0, it
turbulent boundary layer by Karlsso- & Johansson f f /y+ near the wall as indicated
(1988) and Johansson & Karlsson (11 ) are used to follows that f

determine the different damping fu cions in a by Chapman & Kuhn (1986).
manner similar to that indicated by Mansour et al.
(1989). In this way,, it is possible to show that Using the data of Karlsson & Johansson (1988)
the damping function f, is superfluous and and Johansson & Karlsson (1989), the function fp
therefore f, - I here. This study is then has been computed for the data points by means of

completed by a series analysis of the behaviour of expression (1). Based on the aforementioned Taylor

+ + + analysis, the following analytical expression to
and f2 as functions of y+ for y+ < 0, y fit the experimental data has been obtained
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Besides, near the wall, this term has to balance
039 + I e-m(y+)n the viscous diffusion term (see, e. g., Patel et

f - + I - 2 468y (2) al., 1985), and a Taylor series analysis shows
that f2 - (y+)2 for y+ - 0. Assuming that the

near-wall effects for this term are limited to the
where m - 3.0*10 "  and n - 2.9. The experimental viscous sublayer (Patel et al., 1985), f2 may be
data and the resulting curve fit, equation (2),
are shown in Figure 1. As expected, the new expressed by a function of the form
damping function behaves physically correct and

approaches unity at about y+ - 60 (Patel et al a(y+

1985). In this way, one of these empirical damping f2 - I - e
functions of the model can be determined directly (4)
from experimental data

The mixed production term, P1, and the where the constant a may be estimated by a Taylor

production by mean velocity gradlnt, P
2, in the series analysis together with the measurements of

Kailsson & Johansson (1988) and Johansson &
c-equation (see Mansour et al., 1989) are Karlsson (1989) as sl.own in the next section.
collectively modelled by a term of the same form
as that of the production of c, and a damping
function, f, is usually introduced in this term +BEHAVIOUR OF 5

+
AND f2 NEAR THE WALL

to account for near-wall effects, i e.,

Assuming that k+ modelled by the k-e model

c v +(dU /dy" follows the experimental data of Karlsson
P i + P2 -, i._____ y 1 Johansson (1988) and Johansson & Karlsson

(k '2  J (1989), and using a least squares fitting of the

data for y+ < 10, it is possible, through the k+ -

U+ equation for a boundary layer, to obtain the
-f,[c,,C f k (dU+/dy) 2 ], (3) + +P P behaviour of c as function of y+,. i. e.

where c , is an empirically determined constant of + d k 1 + [ d ]U (2 5+ d (! + dk+ [ 1 (5

the model. The term multiplying f, in equation - t+  + vt/ok) dY+ +  Y+
(3), has been computed using the experimental data
of Karlsson & Johansson (1988) and Johanszon &
Karlsson (1989), and is shown in Figure 2. These +
results follow, in general, the same form as those where vt is given by
of Mansour et al (1989) for P: + p

2 
, but with a

higher maximum (z 0.02) at approximate the same

value of y+ (= 7), a difference which may be + uv
ascribed the higher Reynolds number of the + - , (6)
expcrimcnt. This result strougly indicates that (dU /dy+) '

the damping function f, is not needed and

therefore f, - 1 in this work.
with -uv+ and (dU /dy+) expressed by a least

The term for the turbulent production in the c- squares fitting of the data of Karlsson &
equation, P1, (see Mansour et al., 1989) is Johansson (1988) and Johansson & Karlsson (1989).

e 'Using the system for symbolic mathematical
usually modelled by a term proportional to computation MAPLE (Char et al., 1988), the

(f +)2/k
+ 
which tends to infinity near the wall. To equation (5) is solved, and the result is shown in

take into account near-wall effects, this tern is Figure 3 together with the experimental data for
modified by an additional damping function, f2 . i+ of Karlsson & Johansson (1988) and Johansson &
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Karlsson (1989) According to these results, c+  additional terms higher than quadratic in y are
has a local maximum for y+ = 7 and a local minimum needed for the exponential function in equation

r ad (4). But the accuracy of the series analysis is

at y 3, giving a dependence of c as a function not enough to completely decide this issue, and,
therefore, the simpler form given by equation (4)

of y+ with a form which is similar to that for c has been kept in the present work
obtained by direct numerical simulation of channel
flow (see Mansour et al., 1989). As compared with
the direct numerical simulation results,, the
present results show, in general,, a higher level

for c as well as larger difference between the
local maximum and minimun which are located ,
somewhat closer to the wall. A difference such as + 4.0-

the higher J' level, which agrees well with the
new experimental data, may be explained by the low
Reynolds number at which the direct numerical ao
simulation results have been obtained On the
other hand, the experimental data do not clearly
show the local minimum and maximum of the series ao
analysis, and this may be due to the relatively
large experimental uncertainty in c since it has
been obtained by difference, with the pressure- 10.
velocity term taken from the direct numerical
simulations by Spalart (1988).

In a similar manner, and using the e+-equation 0 10 20 30 40 50+ 60 70 80 90 100

for a boundary layer, it is possible to

investigate the behaviour of the damping function Figure . Turbulent kinetic energy kt*
f2 given by 0 Eperiment, Karluon & Johanson (188)g- Computed curve.

f2 k_ d (I + Vt/a +

c(c (f)2 dy +  + dy +

NUMERICAL RESULTS

+ The new damping functions, f and f2, given byC Vt [ dU+ ]2 (7) .u
+ equations (2) and (4) respectively, have been

c dY+ implemented both in the PROBE (Svensson 1986) and
PHOENICS (Ludwig et al., 1989) computer codes, and
results for turbulent channel flow have been

+ obtained. For simulating the channel flow with Rewhere corresponds to the expression obtained in - 23 200 investigated by Hussain & Reynolds
the preceeding analysis through equation (5). The (1975), a total of 300 computational cells have
result obtained by MAPLE is shown in Figure 4 been used in the transversal airection (channel
together with expression (4) for f2 , with a - half-widp) Th- retlts obtrined with both

0.020, which is the value giving best agreement programs are similar, but the PHOENICS code has
+ ad + higher accuracy and, therefore, only the results

with experiments for k+ , C and U+ . It is possible obtained with this program will be shown here.
to observe that the results of the series analysis

show a steeper increse for y+ greater that The predicted values of turbulent kinetic
approximately 3, and that it increases beyond I energy, dissipation and velocity profile shown in

for y > 9. This later behaviour Is probably due Figures 5, 6 and 7, respectively, are in good
agreement with the new experimental data, theto the poor accuracy of the series ananlysis near agrement wh Hesnw Renl data theexperiments of Hussain & Reynolds (1975) and the

the higher end of its interval of validity. The results obtained by direct numerical simulations.

steeper increase for y+ > 3 shown by the series The difference between the measured velocity
analysis, on the other hand, indicates that profile and the corresponoing predicted by this
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25-

Ur20
wall effects for the term involved in the c-

15- equation are limited to the viscous sublayer. In
the context of k-c modelling, the e profile

U + 9-44* + q 
v  

obtained in this study corresponds to that giving
0the correct k and U profiles in the boundary

layer, as the series analysis shows

It is perhaps of some interest to point out
that some functions other than that given by
expression (4) have been tested to fit f2. Some of

000 . .P the functions are as steep as the series solution

y + for y+ > 3 and go beyond 1 before they decrease to

Figure7. Mea velocityproflle. unity at y' = 20. The results obtained for k
+ , 

+0 00 ip Karimon & Johanuon (1988)(boundary layer).+
- Computed curve and U

+ 
are no better than those obtained with f2

approximated by expression (4).

model near the center t te channel is due to a The standard high Reynolds number k-e model

known weekness of the standard high Reynolds predicts a balance between turbulent diffusion of

number k-c model (see e. g. Nagano & Tagawa, k and dissipation c in the region near the center

1990) As was pointed out before, the differences of the channel. As , consequence, values of k

between the measured data and the predictions of larger than the expe.imental values are predicted

the model for c are mainly due to experimental and the velocity profile is lower than the
uncertainty and estimation of terms in the energy experimental one Nagq-, & Tagawa (1990) have
budget which cannot be directly measured The solved this problem 1 increasing the value of the

friction velocity computed from the model is model constant ak fiom 1.0 to 1 4, and,, with that,

slightly higher than the measured value of Hussain by decreasing the turbulent diffusion of k towards
& Reynolds (1975) Figure 8 shows the predicted the center of the channel. Several flows indicate,
value of the turbulent shear stress together with nevertheless, that other transport mechanisms for
the experimental data of Karlsson and Johansson k, opposed to that of turbulent diffusion, may be
(1983) present, these mechanisms being not diffusive in

their character Thcrefore, it may be incorrect to
model their effects only as a decrease in the

DISCUSSION AND CONCLUSIONS turbulent diffusion of k In the present work, no
modification of the standard model constants has

The method described in the preceeding sections been done.
utilizes new experimental data together with a
series analysis for studying the damping functions
and the equations and variables involved and, REFERENCES
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ABSTRACT the wall. According to common experimental results,
on the other hand, the peak of S appeared away from

The near-wall balance of turbulence energy equation

has been reexamined and a new k-S-i3three equation the wall. Almost all of the existing turbulence models

model is proposed A model of the pressure diffusion also predicted the same trend At present, however,

term is introduced;. thus exact wall-asymptotic forms the negative gradient of 8 is widely accepted. The

are retained in all the terms included. The model is aim of the Present work is to Propose a "low Reynolds

applied to the fully developed channel flow and the number" version of turbulence model capable of repro-

results are compared with the existing DNS data. It ducing the negative gradient of the near wall dissipa-
tion profile

turns out that the proposed model is able to repro-

duce the Profiles of turbulent energy and the dissipa- An additional attempt in this work is to couple a low
tion Especially, the negative gradient of the dissipa- Reynolds number type of the two-equation model with
tion indicated by the DNS is found to be well repro- an equation of :P, the turbulent energy component
duced by inclusion of the Pressure diffusion close to normal to a wall Although a two-equation model appli-
the wall cable up to a wall is often referred as "the low

Reynolds number model", this terminology is somewhat
NOMENCLATURE customary. It has already been recognized that the

attenuation function f a incorporated in such type of
A "Flattness factor", A=[ - '(9/8)(A2 -A3)] two-equation models are not only due to the low
AzAo Invariants of a ,; A2 =apj,, A.=aljajkaki Reynolds number effect but also due to the damping of

?n' close to the wall ,*, indeed the latter effect is even
a Anisotropic tensor =( uu/k -(2/3)6 the dominant one (Launder (1986), hereafter L86 and

D Diffusion term Kawamura( 1986)].
k Turbulent enerjy
P Production term
Rex Reynolds number =6,/' The Taylor series expansion shows that the streamwise
Rt Turbulent Reynolds number =k2/(U' E) and spanwise turbulence components U and W vary as
U, Averaged velocity in x, y2 and thus k also as y2 , while the normal one

increases proportional to y4 . [L86 or Mansour, Kim &U Averaged velocity in x direction Mon (1988), hereafter MKM]. This is the main reason why
v ia very large empirical attenuation is necessitated in

u,v,w Fluctuation velocity in x,y,z, respectively. the accommodation function f u of the k-8 model.
d Friction velocity So, the normal component 7 must be determined sep-
x, Coordinate indirection i; if spedified, =l ;s arately from k, for the empirical function fu to be

along the mean flow, i=2 normal to a wall eliminated.
x,y,z Coordinate in direction of xi,x2,x3, respectivly

x is along the mean flow;: y normal to a wail To calculate U5 up tc the wall, a Reynolds stress model
Channel half width applicable to the wall itself is required. This kind of

S Dissipation new Reynolds stress equation is currently being devel-
"' Near-wall dissipation Eq (14) oped by Launder and Tselepidakis (1990) (hereafter

=- e referred as LT). The rationale there is to retain an
V Kinematic viscosity of fluid exact wall limiting form of each modeled terms as pos-
" Velocity pressure-gradient term (VPG) sible. In the Present study, their equation for 17 is
" k Pressure diffusion term in k-equation adopted and coupled with the k-s model with some
7 Pressure diffusion term necessary modifications.
, Pressure-strain term

Near-wal I quantity After completion of the major Part of this work, the
Present author became aware of some related works

INTRODUCTION Published recently; i. e., works by Durbin(1990), hy

Shih & Mansour (1990) 'nd by Lai & So (1990). In
The devilopment of the direct numerical simulations Durbin's work the neg&i.ive gradient of the near wall
(DNS) has revealed many interesting features relevant dissipation was reproduced and in the latter two a new
to the turbulence modeling. One is the appearance of a term was introduced into the turbulence energy equa-
Peak value of the dissipation 6 at the wall (see Kim, tion; but all were made in different ways from the
Moin & Moser (1987), hereafter KMM). The gradient of a Present work. So, some discussions are given on those
wac L;iown to be "negative" in the immediate vicinity of worKS in the Appendix A.
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GOVERNING EQUATIONS ification of the model proposed by Yoshizawa (1982), is
adopted. This is because it can be reduced from a

A fully developed turbulent flow between two parallel contraction of each normal components and also
plates are assumed. because it is diffusive in nature.

Turbulent energy equation Yoshizawa's original proposal for the model of the

With an assumption of the fully developed flow, the pressure diffusion of k is

turbulent energy equation is usually written asl "y (k2 kO a (

Dk + Pk - 0 (1) y E

The first term is regarded to be included in the
These can be modeled as E see e.g. L861: turbulent diffusion;, only the last one is retained. It

ak=d I+ Cs k(2) is extended to include the molecular diffusivity asDk k (2) ak ao d -Y ( u + sy - _ V + p * _h ) I d
Pk =-U- (au/ay) (3) X k -C. [ ( 8+C"- ) - (12)

If the near-wall k is expressed in terms of y as Finally, a model proposed here for the near-wall pres-

k = bk y2 + cI y3 
+ (4) sure diffusion term is

then the diffusion term becomes - 0.5 V'- C '- (13)

Dk =21jbl +61)ck~y+ .... (5)
The production term Pk is an order of y3 and thus whera only the molecular diffusion is retained and S is

negligible The dissipation S is expanded from its def- replaced by "':-

inition as [L86, MKM] le" =2V ( a-k/ay) 2  (14)
S=21.bk +4L'ck~y +ds y 2 + .. (6)

which approximates E in the vicinity of a wall up to
Hence, Dk and S are balanced in their leading terms the order of y
2LMbk ., but there remains an imbalance of 2L'cky in21)b ,,but her reminsan mbalnceof 2~k in In spite of the original Proposal to use 8, it turned
the order of Y. This imbalance is compensated by the In spit ofthe oiginal pralt ueli tuned
velocity pressure-gradient term, which will be abbre- out that with use of S the gradient a/ay tended
viated as VPG hereafter.The definition of the VPG for to zero and thus ck to 0, which also equates the k-

equation up to the order of y Thus, 8 has to bethe =,j component of the Reynolds stress is
replaced by in Eq.(13). The numerical coefficient of

(UP+ OP ) 0.5 in Eq (13) is a direct consequence of the Taylor
I d X X series expansion for y "- 0. The asterisk * denotes

that the term is relevant only to the wall vicinity A

In the Reynolds stress equation, this term is usually tensorial expression for each i,j components is given
decomposed into the pressure diffusion Wij and the in Appendix B
pressure-strain correlation i?)ij

With use of the modeled form of Eq (13), the new turbu-
a a lence energy equation becomes, j X P U Iu + -y - u UJ D + P - S ++ P0k C (15)

d U d Uwhich can be balanced up to the order of y. Since ck is

+ p ( -X 1+ (8) expected to be negative, the contribution of 71A* is
a x J positive in the vicinity of the wall (see Eq.(lO)).

In the turbulence energy equation, the VPG term

appears in the form of Dissipation equation

= a = U - The dissipation equation is written as"klZ ,=- u "X - "=- ,PU (9)
2 1 a axDE + CDS+Ct(S/k)Pk -C28'F/k +E+ 7 =0 (16)

The last equality holds because the last term in Eq.(8)
tends to zero in the turbulent energy equation (i=j) where 05 is the diffusion
Thus, 7 k in the turbulent energy equation can be a k a-
interpreted purely as the pressure diffusion term As E dY "C (17)
the wall is approached, )Tj tends to (MKM] with C =0 22 The penultimate term E is a common in-

71-, - 2L'ck y (y-0) (10) gredient of the low-Reynolds-number S-equation and

This is the term which compensates the aforementioned effective only in the sublayer.
imbalance between Dk and .

E = 2C3L' Ck/S) C 2 U/o~ 2 ) 2 (18)
The pressure diffusion is usually neglected or re-
garded to be contained in the turbulent diffusion where CE3=0 15. The ' in Eq. (16) is a kind of dissipa-

term. As long as the near-wall gradient of 6 is tion defined as "C - ', which coincides with 6

concerned, however, not only the leading term but away from the wali while it varies as y2 in the vicinity

also the second order one have to be balanced, since of the wall. Thus the ratio S'/k stays constant as the

the gradient of S is proportional to ck Y . The wall is approached.

approach here is to model only the near-wall pressure As a counterpart of 7Xk, a new term els? is introduced
diffusion separately and to still regard the far-wall into the 8 equation. A corresponding form to Eq.(13)
pressure diffusion as contained in the turbulent would be
diffusion term.

Several possibilities exist to represent the form of 'r CE4 V -- '- (19)

Eq. (10). After many attempts, an expression, a mod- Y
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This form is the same as the one already proposed by The rapid term 022,2 is a modification of the common

Launder (1986) by estimating each term appearing in I.P. model.

the exact transport equation of 8.
Ua22,2 a -C2[P22 - (2/3)Pk ](I - 2Cw fw(y)] (30)Using the constancy of '/k and LJk/3 Y==' near

the wall, the above expression can be approximated by The empirical coefficient C2 is here assumed to be a
function of the invariant A; i.e., C2=0.6 [t-exp(-2 5A)]

7Z - CE4e'9'/k (20) so that C2 tends to zero as the wall is approached.

The necessity of this term can be verified by the fol- According to LT, the empirical attenuation functions

lowing discussion, too. If T is expanded for small y, it are assumed as ft (Rt) = max(l-Rt/180, 0) and fw(y)

bepomes =k ( ) '2 /0.86 y) with Cw = 0.25.

"'= dE'y
2 

+ (21) The dissipation 8 22 is the bridged form between the
isotropic dissipation (2/3)6 and the near-wall limit of

As the wall is approached, the second and the forth 82e
terms of Eq.(16) tend to zero, while the first and the

second terms become S22(1 - fE )(2/3)E + f 622. (31)

D -* 2UdE and CE2"E 8/k -+ 2VCE2 de' (22) According to LT, the near-wall dissipation 82?
= can

be expressed as
respectively. Since the value of Ce2 is specified

usually to be 192 from the decay of isotropic turbu- S22* =4(?/k)E/(I + 1.5(6?/k)) (32)

lence, the above two terms never happens to cancel The bridging function fe is as- med to be exp(-20A2
).

each other; thus a new term like Eqs.(19) or (20) must
be introduced into the near-wall dissipation equation. Since ccy

4 for y"O, the diffusion term D22 ap-

When a form of Eq. (20) is adopted, the relation proaches to 12J y2 The dissipation Eq.(32), however,
becomes only 8V'y

2 and thus does not totally compen-
Ce4 E4 /( /k)- C 6) /k Q (23) sates the diffusion. The deference is contributed again

holds If all the variables are nondimensionalized with by the VPG Thus the near wall VPG term 22* is intro-

1 and Lf, examination of the DNS data (KMM] indicates duced in the 7J equation, and modeled as.

that DE -0.02, -e/k 0.025, and 6 =~0.16 at the 7r22* = -2(i ; /k)e (33)
wall; thus C64 is about 3 at y=O. However, it decreases
rapidly with increase of y. The expression assumed which tends to 4V y

2 for y'O as expected. Without this

here for C64 is thus CE4 
= 3exp(-tO%A). contribution, the limiting behaviour of ;OCy4 cannot

be reproduced.
The coefficient Cv used recently by Launder and his
coworkers (LT) is Although the VPG in the turbulence energy equation is

C2 = 1.92/11+0 9(AA)1/ 2 ]  
(24) purely the pressure diffusion, the one in the i? equa-

tion consists of both the pressure diffusion We2 and

The another coefficient 061 is usually assumed to be the pressure strain 022. It is known that the contri-

constant Kebede and Launder (1985) indicated that CEI bution of the pressure-strain term of ;P in the vicini-

has a limiting value of 2 as the wall is approached. ty of tho wall is "splatting" the energy to the other

Thus Ce£ is assumed here as stress components. The energy to be "splatted" is fed

Cei = 0.8 [l+1.5exp(-4 5A'/2)] (25) by the pressure diffusion effect 4122. This is the the
energy which contributes the pressure diffusion 11()

The rather small value of 0 8 is assigned above in k equation. The situation is jpicted schematically

because otherwise the calculated local maximum of 6 in Fig 1.

near the wall is too large compared with the DNS data.

? Equation 
Component 11 22 33 k

The P equation adopted here is a slight modification Pressure o '22=71,k
of the Reynolds stress equation by LT. It can be ex- di'Pusion

pressed for 17 as +

D22 + P22 + 22- 22 + X 21r = 0 (26) Pressure (1"3
3  0

As for the diffusion term D22, a common gradient type 7 /7

diffusion is assumed VPG ft 22  3 "

D22- I ( +C s (27) Fig. I Velocity pressure-gradient correlation (VPG)

with Cs=022. The Product on P.2 is zero for the fully 
in the vicinity of a wall.

developed channel flow. Since V22 and 422 are nea y balanced, it is no need

The Pressure-strain correlation 022 is decomposed to model tlieu two terms separatoly. Tho oquation (33)

into two Parts a usual. represents the combined contribution of these two

processes. Hence, the pressure-strain correlation ex-

4122 
= 

0 2 2 ,1 + 022.2 (28) pressed by Eqs. (28)-(30) should be effective exclusive

The return term '22-,i is expressed [see LT] using the of the immediate vicinity of the wall, where their con-

anisotropy tensor and a wal Idtribution is already included in Eq. (33). Indeed, Eqs.

dumping function f :(29) and (30) increase more gradually than Eq. (33) with

022,1 = -Cia226(I - fj ) (29) increase of y. On the other hand, the pressure diffu-

sion away from the wall s still assumed to be included

with C,.OA(A)i/2. in the turbulent diffusion term.
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Reynolds stress representation Introduction of the pressure diffusion term X ic

As for t:,e Reynolds stress equation, an algebraic ap- causes some numerical instability. So, it has been

found necessary to calculate the equations withoutProach is attempted. In a local equilibrium region, a
gradient type formulation by Gibson-Launder (1978) is nK and Re firstly and then to introduce them

known to represent the Reynolds stress, gradually.

In the present dissipation equation, the constancy of
U" =C --- [(34) '/Ik is utilized in the near wall region. However,

because V is the d-fference of E and 'e and they are
Later, Launder (1986) indicated that this formula can equal up to their second order close to the wall,it is
be extended up to the viscous sublayer if the attenua- difficult to ensure numerically the constancy of -6/k
tion of the normal stress9 iswell represented, near the wall. To overcome the difficulty, the term
In the immediate vicinity of the wall, however, Eq (34) -V'e/k is decomposed to -Ieg/k + le"e/k;: then the
tends to UJccye, while the expected variation is U.U positive term is regarded a source term and the nega-
Xy3 . In the derivation of Eq. (34), the production term tive term is included in the diagonal element of the
is assumed to be balanced with the rest of the terms. discretized Laplacian. As the wall is approached, k
At the wall vicinity, however, the production is negli- tends to zero and the decomposed two terms becomes
gible, while the contribution of the molecular diffu- dominant;, thus 9='e is ensured.
sion is dominant there. The mesh size adjacent to the wall is AY*-O.1 and
The balance of Ul) close to the wall is thus the mesh size is increased with increase of the

d.2 distance from the wall, but the maximum size was
V - U - 6 12* + t 12= 0 (35) limited to 2 Percent of the channel half width. The

total mesh number is about 60-70 depending on the
wherq the VPG 712 is again equired to ensure the Reynolds number. The calculation can be made easily
correct variation of UtJcCyO3. The Taylor series expan- on a small personal computer.
sion indicates [MKM]

612' =2Uu (s/k) and X12
1 

=-(1/2)6121 (36) RESULTS

To obtain an algebraic expression, the diffusion term The calculated budget of the turbulent energy is com-
have to be modeled somehow. By considering that the pared with the DNS data by KMM Figures 2 and 3

diffusion term tends to 61) U/y2 and by introducing 0.3 ,
a correlation coefficient of CRw = -1'- /4/-kC-, the oavoDNS
near wall Reynolds stress can be modeled as 0.2 - Present

Ut! -2CatwL FkakP

This expression varies as y3 
for a small y and dimin-

ishes with increase of y. Thus it can be simply added 0,-0
to Eq. (34) resulting - k.D

-k 2: C d (kf?Lk -0, 1 - .-

6 yY (38)

[CM + 2Cmw(
k 
)+] 

p  _  ( 9) -0,2)+2 j? dy (9 Re =180

where a further approximation of (dU/dy) =LfZ/p -0.3 1
is introduced The adopted values of the constants are 100 y+ 200
CR=0 22 and CFw=0.35

Fig. 2 Budget of turbulence energy. Comparison with
Anisotropic tensor DNS data by KMM.

In the context of the present three equation model, 0,3 . ..
one obtains k and V, but not U3 and 1 separately. To ONS
obtain the anisotropic tensor components and in-
variants, the following approximation is made. 0,2 - Present

W= (0 + ')/z 2(40)

This approximation is widely known to hold in the log-
low region of the boundary layer. This assumption Fk

Yields aa3 = 0 and hence a,, i -a22 In the viscous sub-
layer, the assumption of Eq. (40) is rather crude; how-

ever, the same relation is retained also in the viscous -0,1 *-e

sublayer for the simplicity.

NUMERICAL CALCULATION -0,2

Above equations are diecretized and solved numeri-

cally for the fully developed channel flow. The fol- -0.3 .L ..L.L........I....

lowing boundary conditions are imposed. At the chan-0 100 200 300 y 400
nel center, all the quantities are symmetric; and at Fig. 3 Budget of turbulence energy: Comparison with
the wall, all bu8 Cis zero. The boundary condition for ONS data by KMM.
the dissipation ir 8 " (y=0)
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Present the budget of turbulence energy for Re* =180 behaviour of the variables including the negative

and 395, respectively. Symbols are the results from gradient of 6 The energy budget in the wall vicinity

DNS and the lines rept.,sents those from the Present is examined below in some more detail.

calculations. The near-wall negative gradient of Eis An enlarged plot of Fig. 2 is given in Fig. 6, where the
well reproduced by the present results. The DNS data sign of 8 is reversed. One can notice that the differ-
indicate the wall value of 8 increases with increase ence between the diffusion and the dissipation is
of the Reynolds number., this tendency is well repre- compensated by the pressur'e diffusion as expected. To
sented also by the present model, examine the effect of We, a calculation is made with

The calculated dissipation shows a local minimum and a gre =0 while other models being unchanged. The wall

maximum away form the wall. The DNS data have a value of S is decreased but the difference is not

similar tendency but it is much less prominent. This pi ominent.

discrepancy is able to be removed by adjusting some In Fig. T, both Itxg and X e.? are set to be zero. Then
coefficients; for example, decreasing C3 and/or Cet the negative gradient of 8 is no longer reproduced
are effective. Such adjustment, however, deteriorates One can thus conclude that the introduction of ,.e
other features such as the profiles of the velocity or pressure diffusion term is essential for the
turbulence energy; so the present set of the cL- reproduction of the negative slope of the dissipation.
efficients is adopted The production rate P I is a Physically one may interpret that the near-wall £ is
little higher than the DNS data for ? >30. increased to dissipate an additional turbulence energy

The calculated turbulent energy k and the normal fed by the pressure diffusion.
stress 1.1 are shown n Fig 4. A gooc agreement with The broken line in Fig. 3 is the k and 7 profiles with
the DNS data is obtained. Especially the Peak value of ?t K *=7j=O. The difference from the solid lines, i.e.,
k agrees well with the DNS data; such the high value is the results with both terms, is small. Thus the
very hard to be obtained with the common k - 8 inclusion of these two terms does not seem to have so
models. However, The agreement in the profile of k large effect on the turbulence distribution away from
beyond the Peak is not satisfactory the wall

The velocity profile is compared with the DNS data for

Re =395 in Fig 5 The calculated velocity gradient is CONCLUDING REMARKS

somewhat larger in the log-law region. These discrep- Although there exist several Points to be improved, it
anctes in Pk ,, k profile and the velocity gradient seem turns out that the Proposed model is able to

to be coupled with edch other.

Although there still exist several points to be im-
proved,, the present model reproduces the near-wall _DNS

k o ,=DNS ,,- .-sPresent.

2

e100 y+ 200 0 0 2 y 40
0 Fig. 6 Budget of turbulence energy close to the wall.

Fig 4 Turbulence energy and i Comparison with DNS - with 7tx* and 7Zb
J 

;
,  * =O.

data by KMM.
0,2 11911ll l ll l l ', ~ l ll l l l

o o DNS
4 P n VPresent

0,1

0,0 0/

.//"395 DNS

vs -R, * 10 0

0 I0 y+ 10 0 10 20 30 Y+ 40

Fig. 5 Velocity profile' Comparison with DNS data. Fig 7 Budget of turbulence energy close to the wall
with 7x

X  
an ,1e 00
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reproduce the profiles of turbulent energy and the showed that Eq. (AI) has a solution of 8-o/(l1+0.09

dissipation in the fully developed channel flow with- /)' in the vicinity of the wall. The solution indicates

out introducing the attenuation function f u of the a negative gradient at the wall, although its gradient
k-Emodel. Especially, the negative gradient of the is fairly larger than the DNS data.
dissipation indicated by the DNS is well reproduced by
inclusion of the pressure diffusion close to the wall. the presur diffusio in the ionce o

the Pressure diffusion term in the k-equation close to

ACKNOWLEDGEMENTS a wall They proposed a model for the pressure
diffusion of k to be propotional to the turbulent dif-

The major Part of this work has been done during the fusion i e to be of t (4).

author's sabbatical leave at University of Manchester

Institute of Science and Technology in the summer of The proposed model is proportional to y in the wall vi-
1990 The author appreciates the invaluabla discus- cinity, but its coefficient does not seem to mathemat-

sions and suggestions by Prof B.E. Launder and Mr. ically coincide with the one obtained from Taylor se-
D.P. Tselepidakis. He would thank to the British Coun- ries expansion i.e., Eq. (10). Their results indicated a
cil for the financial support and also to Mr. S.Satake slightly negative gradient of the near wall dissipa-
for his help in the Preparation of the manuscript tion, although it is not so prominent as that of the

REFERENCES 
DNS,

Durbin,P.A 1990 Near wall turbulence closure model Lai and So (1990) also reexamined the near wall balance

ing without damping functions. CTR Manuscript 112 of the Reynolds stress components. Their turbulent

Gibson, M M. & Launder, B E. 1978 Ground effects on energy equation contains a new term of -7 (8 /k)
which is negative in sign and is proportional to y2.

presre JFluctatio inch., the ato i b y Thus the pressure diffusion term seems not to be
layer J Fluid Mech., Vol 86, 491-5;1.

Kawamura,H (1986) A review on the low Reynold number incorporated in their treatment.

two-equation model of turbulence. Proc. of NST Appendix B A tensile representation of VPG
Symp ,63-65 (in Japanese)

Kebede W & Launder,B.E , :9t,35 Large-amplitude If the velocity fluctuations are expanded in Taylor

periodic Pipe flow A second-moment closure study. series, one obtains

Proc of 5th Turbulent Shear Flow Symp ,1623-16.29 U1 b Y + cl y2 + (BI)

Kim, J P Momn & R. Moser, 1987 Turbulence statis- 1 2
tics in fully developed channel flow at low Reynolds u2 = c2Y+ (B2)

number. J.Fluid Mech 177, 1?3-166. Data compiled in u3 b3 Y + c3 y
2
+ (B3)

the disket of "Collaborative testing of terbulencemodels" by P. Bradshow, Stanford University (1990) where i=2 and y denote the direction normal to the
wall. With use of these coefficients, VPG and the

Lai Y G. & So, R M C. 1990 On near-wall turbulent dissipation in the vicinity of the wall can be
flow modelling J Fluid Mech 221, 641-673 represented as [MKMJ

Launder,B.E 1986 Low-Reynolds-number turbulence
near walls. TFD/86/4 -''b1 Y y2 -41'c 2 Y2  (84)

Launder,B E & D P Tselepidakis 1990 Contribution to X -ub (=-25b)
the second-moment modeling of sublaver turbulent and

transport. Near-Wall Turbulence, 818-833, Hemi-
sphere Also Tselepidakis,D.P & B.E. Launder. 1990 S ix = 21)bb +8 bl"-"ClY E21 =y-' 8V c2 y

2 (B6)
Second moment closure for the viscous sublayer. 4th - - -

Biennial ColloqUium on Computational Fluid Dynamics. 533 =2L'b3P3 + 8bc3y 812 4 c (87)

UMIST. Noting that h/ 8 y2/2V for y-*O, the VPG's can be
Mansour,N.N, J Kim & P Momn, 1988 Reynolds-stress represented as follows
and dissipation-rate budgets in a turbulent channel a k d )
flow, J FluidMech. 194, 15-44. 1 2 oY - oy

Shih,T H & N.N.Mansour. 1990 Modeling of near-wall ( 2 Y1

turbulence. Engineering Turbulence Modelling and V 0 ( k )
Experiments (ed W Rodi & EN Ganic), 13-22, Elsevier. 7 22 6 Y 22 (89)

Yoshizawa,A. 1982 Statistical evaluation of the triple - k OE *
velocity correlation and the pressure-velocity 7Z33 2 Y ( -- - (BI )

correlation in shear turbulence J. Phys. Soc. of - k ( k s 1 (

Japan 51, 2326- 2337 12 2 oy IoY

Appendix A Review of recent related works A general form which satisfys the above asymptotic

The dissipation equation can be expressed with the expresseions is
present notation as follows: 2r X = (k V E

DE + (C r" - Cto8)/%T = 0 (Al) tj- T s Xm T m (Ri?

where T E is interrupted as the time scale of the 2 a k k)

dissipation evolution. Away from the wall, V e is 3 O ( x k I
usually assumed to be k/S , which however tends to m dX Z ax m k I

zero as the wall is approached. In the vicinity of the where nk denotes a unit vector normal to the wall. As
wall, Durbin (1990) discussed that the time scale described in the text, the near Nall dissipation 6ij%

cannot be less than the Kolmogoroff time scale;, thus has to be replaced by Sj 1  -V (aj/S ) . An
he limited TE to CT (V/IE) "2- application of the above expressions to the full

With use of the Kolmogoroff time scale, Durbin (1990) Reynolds stress equation has not yet been explored.
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ABSTRACT pressure correlations can be obtained as the closing
The heat flux and Reynolds stress budgets are terms. This is the closest we can come to in ob-

presented for a buoyant plume. The terms involv- taining these terms from experiment, and despite
ing pressure correlations are obtained as the closing the measurement errors which might be present in
terms in these budgets. Despite certain measure- such balances, the resulting information will be ex-

ment errors, these budgets provide useful informa- tremely useful for the turbulence modelers. The
tion about how various phenomena contribute to purpose of the present paper is to provide such bal-
the transport of second moments. These experi- ances of the Reynolds stress and heat flux equations
mental results are used to assess the local equilib- for the buoyant plume. The details of the experi-

rium assumption and to investigate why the me- ment are given in Shabbir (1987) and Shabbir and
chanical to thermal time scale ratio for a buoy- George (1987, 1990). The accuracy of the experi-
ant plume is different than the commonly recom- ment was checked by carrying out mean momentum
mended value. Analysis show that this departure is and energy equation balances. The kinetic energy

a consequence of the local equilibrium assumption and temperature variance balances were also car-

being not satisfied in the present experiment. ried out in which the mechanical and thermal dis-

NOMENCLATURE sipation rates were obtained as the closing terms.
g E L U grvttoaceIn this paper we will use the data reported in
g gravitational acceleration Shabbir (1987) to carry out the balances for the

p fluctuating pressure heat flux and Reynolds stress equations. We will

r, z radial and vertical coordinates also look at the implications of these balances on

T, U mean temperature and mean velocity compo- some of the ideas used in turbulence modeling, such
nent as the assumption of local equilibrium and the ratio

u, v, w radial, azimuthal and vertical fluctuating ye- of the mechanical to thermal time scale.
locity components
F2 mean squared temperature fluctuations RESULTS

9 coefficient of thermal expansion Heat Flux Budgets

0i buoyancy vector, = (0, 0, -gO) The transport equation for the vertical (stream-

(, ( dissipation rates of k and t2 /2 wise) heat flux can be written as

v kinematic viscosity UFW- W 1.

1 thermal conductivity U + W - (rw) - .- (wu
Or 0Z r 69r L9z

INTRODUCTION aT - 9T _a.W

Past two decades have seen a tremendous amount u r - Oz Or

of activity toward the second order closure model- -a -g
ing of turbulence. Many (e.g. Launder et. al. 1975, 0Z
Lumley 1978) share the view that these models -
will become the standard tools for the calculation - - (' + ') (1)

of engineering turbulent flows. Despite their be- P 0Z

lieved importance and large quantity of work pub- Note that the molecular term is written in local

lished about these models, very little experimental cartesian coordinates. The balance of this equation
information is available about the budgets of the is shown in figure 1. Advection term is the smallest
second moment equations. Part of th3 problem in this balance and, therefore, contributes least to

stems from our inability to measure the pressure the transport of the heat flux 7't. It is clear that
correlations. However, if everything else appearing in the central core of the flow (r/z < 0.04), the
in these equations is known from the experiment, production of this heat flux is maintained by the
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mean buoyancy gradients and the turbulent buoy- makes up a substantial part of the budget and its
ancy force i.e. the source of energy is the gravi- shape is similar to the radial heat flux. We also
tational field. The shear production is relatively note that this budget can not be divided into any
small in this region. Then there is an interme- subregions, where some phenomenon are more dom-
diate region where the production from mean ve- inant than others, because the relative magnitude
locity and gravitational field are of the same or- of each of the terms in equation (3) remains the
der. However, for r/z > 0.1 (which approximately same across the flow field.
corresponds to the plume half width), most of the Reynolds Stress Budgets
production is maintained by the mean velocity and The transport equation for the Reynolds stress,
buoyancy gradients and the turbulent buoyancy pro within Bussinesq approximation, is
duction is only a small fraction of these two. The
closing term in the heat flux balances is labeh% d as Uk u),k = - [W ,i - (u-i" Ujk + u-I Ui,k)
II, and represents the sum of the pressure correla- 1

tion and the molecular destruction terms i.e. + 13i0- + j-7t + 1(uipj + ujpiuP,
=la cp _ 9 - ui Ot (4)

pI = tL (2) - ujku(4)

where the viscous diffusion term has been neglected
The molecular term in (2) is thought to get weaker since it will be small as compared to the turbulent

with increasing Reynolds and Peclet numbers, even- diffusion.
tually approaching a value of zero in the limit of lo- For reasons of convenience, turbulence modelers
cal (small scale) isotropy. This term was not mea- do not model the pressure correlation term in the
sured and, therefore, its magnitude relative to oth- form as it appears in the above equation but re-
ers can not be established.* However, in turbulence write it in a different form by separating it into a
modeling, it is customary to combine this term with deviatoric and a non-deviatoric part. Two ways of
the pressure correlation term (Lumley 1978) and, doing this have been suggested in the literature and
therefore, from that point of view not knowing each we will look at both of these before deciding which
term separately does not reduce the usefulness of one to use in the present study. The traditional
these budgets. Notice that the shape of this term is way (see e.g. Launder et. al. 1975) of writing this
very similar to the shape of the heat flux w- and its term is
magnitude remains large throughout the flow field. 1

The equation for the radial heat flux is - (Uip,j + ujPi) "-p(U,,j - uji) -(ibik

u +' WCO' 1 a a i - z a" ik),k (5)
U- + W- = -  

-

ar az ra Trttt az a~r
_ aT -OU -au where the first term on the right hand side is the

- Tw T - - Wtzdeviatoric part. The second term ib the so called

1 - pressure diffusion term. Lumley (1975) has instead
- pt' - (v+ I)t,"u,, (3) suggested the following separation

The balance of this equation is shown in figure 2. -(up, + Uj p) =-[ (Uipj + ujPi-()
Again, we note that the advection term is quite

small as compared to the other dominant terms in (2- )k6iJ -(2)( ' )k6(6)
the equation. Unlike the wt heat flux balance, the 36

shear production is extremely small here. This is where the term in the square brackets is the de-
because the gradients of mean radial velocity are viatoric part and the last term on the right hand
much smaller than the gradients in the mean ver-
tical (streamwise) velocity. There is no turbulent se is essur e diorus ion tr Rg dl
buoyancy production in this equation and all the which separation is employed a correction or model
production is due to the mean buoyancy gradients. has to be used for the correlation (178 . The model

We note that the term reprcscnting sum of the pres- used here isdue to Lumley (1978) and is given by
sure correlation and the molecular destruction puk = -q uk/5. This study indicates that the useof this model with (5) produces so much pressure
* Temperature and velocity derivatives were not men- diffusion that it negates the velocity diffusion (i.e.
sured to check if the local isotropy existed. The spectral due to UTU-juk). On this basis it was concluded
measurements did show a -5/3 range but it is not clear to use the separation given by (6) in the present
that whether this range was long enough to insure local study. Further details about this issue are given in
isotropy. the appendix.
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Theretbre, using (6) the equation for the Reynolds over the rest of the flow field the shear production
stress can be re-written as is much larger than the buoyancy production. It

is also interesting to note that the buoyan,'y pro-

Uk([U + 6ij] , - (+-7"u Uj, duction and dissipation rate approximately balance
each other. The closing term in this balance is 4,

+ =iik Ui,k) - i'jt - /'it and represents the sum of thc pressure correlation
1 2(.....+ 3p term and the anisotropic part of the dissipation.

P + ujp,i) - (\'k)J This term is a loss for the u2 budget and we note

- 2+ 2 that beyond r/z = 0.08 this term and shear pro-

-
2LUj,ktuk + jE6ij - 6i./ (7) duction approximately balance each other.

The equation for the radial component u2 is given

where c = cii. Note that, following Lumley (1978), by

the anisotropic part of the dissipation part has been
combined with the pressure correlation term. The U " + w2U2 _ 1 - . - )

term in the curly parenthesis has a zero trace and Or "9z r Or Oz

will be denoted by 'Dij in the rest of the paper. 2 [rWl +
It is this term whose models have been proposed. + 15 r rq )  "z q

Note that the above equation is exact since no ap- -2u
2 b az

proximations have been used so far. Now we in- O- -

troduce the model for the pressure diffusion term, 2

as given above, and with this approximation the V (10)

above equation becomes and its balance is shown in figure 4. Obviously the

advection of u2 has the same form as the advection
79 15 --(q 2 k of w2 . The production due to velocity gradients

- - k) is a loss near the plume center and is a gain after
- (V.- Uik +"U7ii Ui,k) about r/z = 0.04. This is because the radial gradi-2

+ # iu17t + 61 )i7t + IDj - 2 61  (8) ent of the radial mean velocity is positive near the
plume center. The mechanical production term is

Note that due to the model for the pressure diffu- not large. The diffusion term is a loss over most

sion term this is no longer an exact equation and of the flow field and becomes a gain toward the

- has been used to emphasize this fact. It is this outer edge of the flow field. The sum of the pres-

equation which will be balanced out with the exper- sure correlation term and the anisotropic part of

imental data and the term D,, will be obtained as the dissipation rate is obtained a.- the closing term

the closing term. It should be reminded that in ad- in the budget and represents a gain for u2 . We fur-

dition to the measurement errors, any uncertainty ther note that beyond r/z = 0.08 it approximately

in the approximation of the pressure diffusion will balances the dissipation rate.

also be lumped into $j. Finally we look at the budget for the shear stress

The equation for the streamwise Reynolds stress TU' as shown in figure 5. Its equation is given by

w2 is given by ." W au-w 10 0

SOz rOr OZ
U -W + W -W -- (r u 2 ) -- w 2 ) - O _a- .- m -

Or Oz rr Or O9 WWU r OzwT -u Or
+-2[Ir'!(ruq2) + -( -uw.T- +.ift- s, (11)

OW -OW
- uw Or - w 2 - + 2g)3ii Both advection and the turbulent buoyancy pro-

2OO duction are of very small magnitude and over most

- - (9) of the flow field these approximately balance each
other., Neglecting these two terms would not cause

The balance of this equation is shown in figure 3. any significant change in the shear stress balance.

Advection is the smallest of all the terms. Diffusion We note that the diffusion term is not negligible in

term is a gain near the center of the plume and a this budget. The term $r, is essentially balanced

loss in the rest of the flow. Also, its magnitude near by the difference between the shear production and

the center is comparable to the other dominant diffusion processes. The shape of 4Pr is obviously

terms in the balance. We note that the buoyancy similar to that of the shear stress and its peak ap-

production is comparable to the production due to proximately corresponds to the peak in the shear

mean velocity gradients near the plume center but production.
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IMPLICATIONS ON MODELING rors are quite large at this location and it is not
clear whether this rise is due to the measurement

Local Equilibrium Assumntion errors alone or also because the mechanical dissipa-
The assumption of local equilibrium implies that tion rate approaches zero faster than the thermal

the evolution of the turbulence is slow enough to dissipation rate. This value is substantially differ-
ignore the effects of advection and diffusion (or that ent than the commonly used value of 2.0 which was
these two phenomenon balance each other). For the recommended by Beguier et. al. (1978) after ana-
turbulence kinetic energy it means that the pro- lyzing several experiments on wall bounded (turbu-
duction and dissipation rates balance each other lent flat plate boundary layer, fully developed pipe
whcreas for the heat fluxes and individual Reynolds flow) and boundary free shear flows (heated wake
str(sses it implies that the sum of the production and mixing layer). The dissipation rates were not
and pressure correlation terms balances the respec- available for some of these experiments and were
tive molecular destruction terms. This idea forms obtained by invoking the local equilibrium assump-
the basis of the algebraic stress models (see e.g. tion. The authors further noted that the turbu-
Hossain and Rodi 1982) and we will use the present lence was found to be in local equilibrium for near
balances to assess the validity ot this assumption. wall flows and that although this was not true for

From the budgets of vertical heat flux (figure 1) the free shear flows, the production and dissipation
it is obvious that the advection and diffusion terms rates were stil. the dominant processes for these
are small and ignoring these will have no significant flows. The implication was that this was the reason
effect on the heat flux. In the radial heat flux bud- the different experiments and the different methods
get the advection and diffusion terms are about 9% used in calculating the time scale ratio gave more or
of the production term. This may not be a small less the same result. In the present experiment the
amount to ignore but one can argue that the neglect production and dissipation processes are certainly
of these two terms will introduce an error which is the dominant ones but advection and transport are
within the other approximations used in the alge- large enough to account for the differences with the
braic stress models. Therefore, it seems that for the study of Beguier et al. Therefore, it is concluded
heat fluxes the algebraic stress model can provide a that the reason the current experiment is not in ac-
reasonably good approximation if not an excellent cord with the above mentioned study is that its ki-
one. However, success of these models will depend netic energy and temperature variance balances do
on the accuracy of the closure expressions for the not satisfy the local equilibrium assumption. This
pressure temperature-gradient correlation, can be further illustrated by calculating the time

The situation in regard to the Reynolds stresses scale ratio by using the local equilibrium assump-
is not as encouraging. From their balances it is tion. With this assumption the expressions for the
clear that the sum of the advection and diffusion dissipation rates for the buoyant plume reduce to
terms in the radial and shear stress components is c = - -u U,,j - fliuT and ct = -u'itTi The result-
not small as compared to the other terms and ne- ing time scale ratio is shown in figure 6 as a broken
glecting these will introduce a much bigger error. line and interestingly enough its value is about 2.0
This is specially true near the plume center. So over most of the flow fie.d.
we conclude that the assumption of local equilib- It might be of interest to compare the present re-
riumn is not a good approximation for the Reynolds sults with the homogeneous shear flow experiment
stresses. This will become more evident when we of Tavoularis and Corrsin (1%,). The time scale
iook at the ratio of mechanical to thermal time ratio for their experiment is about 3.0 which is very
scale next. close to what is found here for the buoyant plume.
Ratio of Mechanical to ThermalTmL e .cales Again, if local equilibrium assumption is used, the

The time scales q2/c and P/ct represent the eddy time scale ratio for their experiment reduces to 2.0.

turn over times for the mechanical and thermal It should be noted that the buoyancy effects are ab-
fields respectively and their ratio is widely used in sent in their experiment and that the temperature
turbulence models. A universal value of this would behaves as a passive scalar. The similarities be-
un-necessitate a transport equation for the thermal tween the time scale ratios for the two experiments
dissipation rate although it is now realized that this could be due to the fact that the relative magni-

ratio can widely vary from one flow to -nother and tudes of the production and dissipation rates are
that a better approach would be to use a, ansport similar in these experiments. It should be empha-
equation (see e.g. Newman et al 1981). Full line in sized that the purpose of this comparison is not to
figure 6 shows that for. the present experiment this advocate a new universal value of the time scale
ratio is around 3.3 over most of the flow field. This ratio.
value starts to sharply increase as the outer edge
of the plume is approached. The measurement er-
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APPENDIX -- "

Pressure Diffusion Term
Earlier in the paper the issue of two different

separations of pressure correlation into a diffusion
and a deviatoric term was briefly discussed. It was
pointed out that the pressure diffusion is overes- -/ _

timated when the traditional separation of pres- 2 MODELED PRESC E oIOS\o, US1,,
',T F, TIO1AL $EPERATION

sure correlation is used with the pressure diffusion
model of Lumley (1978). I "

To illustrate this problem we will compare the - --
velocity diffusion (i.e. due to UFU-jik) with the pres- .
sure diffusion arising due to two different separa-
tions. (The, model for the correlation T is the
same in each case and is given by Tiij = -q 2ut/5). E ,LOCTY )FLSON

Figures 7-9 show such a comparison. For the verti- -
cal component, w2 , the two separations aOter the
total diffusion only by a small amount and the Figure 7. Comparison of modeled pressure diffusion
differences between the two are not very signifi- resulting from two different seperations of pressure-
cant. However, for the radial component u2 , and correlation.
the shear stress U-T the results are quite different.
We note that if separation given by (6) is used, the
pressure diffusion is onlya small fraction of the ve-
locity diffusion for the u2 and is zero for the shear
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ABSTRACT A Taylor microscale of velocity fluctuation
A ; Taylor microscale of scalar fluctuation

In the present study, low Peclet number effects are studied 0 ; fluctuating value of scalar

in modeling the pressure-scalar gradient correlation and dissi- E mean value of scalar

pation terms in the transport equation of the turbulent scalar V ; kinematic viscosity

flux. With the aid of direct numerical simulation (DNS) data p ; density

bases, it is demonstrated that both terms have dominant roles O,e pressure-scalar gradient correlation term

in the transport equation and should be modeled separately, *0e ; dimensionless pressure-scalar gradient

especially in low Peclet number flows. The anisotropy of these correlation term

terms are well aligned with that of scalar flux. These relations 0,e ; scalar-pressure gradient correlation term

are then used in deriving a new model. It is shown that the II second invariant of b,
present model gives fairly accurate predictions for the scalar III ; third invariant of b,,
flux in isotropic turbulence and 2-D turbulent channel flows of

different Prandtl number fluids 1. INTRODUCTION

NOMENCLATURE A mathematical model of turbulent scalar transport is
needed for solving the Reynolds-averaged scalar equation and

a, dimensionless scalar flux vector hence it is of great importance in many engineering applica-
= 7u,/2V 0 tions. So far, the most common approach in modeling the tur-

b,, anisotropy measure of Reynolds stress tensor bulent scalar flux has relied on the isotropic turbulent scalar
= u-/2k - (1/3)6,, diffusivity concept. In this approach, the turbulent scalar flux

ee dimensionless dissipation rate of scalar flux is related to the mean scalar gradient. In most cases, the
= -,/ (-'i .r/w) unknown turbulent scalar diffusivity is given from the known

k , turbulent kinetic energy 2 Uu-A eddy viscosity by assuming a turbulent Prandtl or Schmidt
ke half the scalar variance = 12 number. More elaborate models, which express the turbu-

p , fluctuating pressure lent scalar diffusivity in terms of the turbulent kinetic energy

Pr ; molecular Prandtl number = v/a k, the dissipation rate of turbulence energy c, half the scalar

r , ratio of energy-dissipating range timescale to variance k# and its dissipation rate E0, have been proposed

energy-containing range timescale by several researchers (e.g., Nagano & Kim, 1988; Yoshizawa,

R , ratio of scalar timescale to 1988). In these models, dependence of the turbulent scalar

mechanical timescale = (ke/Ee)/(k/e) diffusivity upon the time scale ratio ( R = (ke/ee)/(k/e) ) is

Ret turbulent Reynolds number = k'hE assumed. However, the scalar flux is not generally aligned

u, fluctuating velocity with the mean scalar gradient, and this means that the tur-

U, mean velocity bulent scalar diffusivity expression lacks in universality. An

uu- Reynolds stress tensor alternative approach is to solve directly the transport equa

u turbulent scalar flux vector tions of scalar fluxes. However, the dependence of the terms

X, Cartesian coordinates on the time scale ratio and the molecular Prandtl number is

c ; scalar diffusivity still an open question at any closure level (see Launder, 1984).

6 ; channel half width This problem should become particularly important when the

f dissipation rate of k Prandtl number is far apart from unity.

Ce dissipation rate of ke Recently, many low Reynolds number turbulence models

(, ; dissipation rate of scalar flux vector have been proposed as an extention of the high Reynolds num-

27-2-1



ber version (e.g , Myong & Kasagi, 1990). This is because Ou, 80 /(4)
there are many practical applications where we have to handle = h a XO /V V ' (4)

moderate Reynolds number flows; the high Reynolds number In order to constitute an algebraic model for eq, we express

hypothesis becomes inadequate. This problem would be em- e,e as a function of dimensionless parameters, i e.,

phasized in scalar flux modeling. When a scalar flux model

is to be applied to a wide Peclet number range, the model's e,#=f(ate,Re,Pr,RbI,II,, (5)

dependence on the three major parameters, i.e., Pr, R and where b,, is an isotropy measure of Reynolds stress tensor, and

Re,, must be carefully examined. II and III are its second and third inavariants, respectively.

In this study, we pay our attention to the dissipation rate As the Peclet number approaches zero, the range of energy

term and the pressure-scalar gradient term in the transport containing eddies overlaps with that of energy dissipating ed-

equation of the scalar flux In the widely accepted turbulence dies. Thus, the simplest approximation for e,p may be written

modeling, the dissipation rate is set to be zero with an as- as:

sumption of local isotropy. However, the DNS data bases of es = a,e. (6)

Ohitsubo et al (1991) and of lida & Kasagi (1991) indicate Presently, an order estimate analysis is performed first, and

that this is not the case for low Peclet number flows, i.e., the complicated relation between e,9 and a,e is not discussed

the dissipation term becomes the most dominant sink term for simplicity.

in the transport equation. Consequently, a proper model for The above asymptotic model must be connected with eq.

the dissipation rate term should be introduced. As for the (2) as:

pressure-scalar gradient correlation term, an extention to the e, e f , (7)

low Peclet number model should also be necessary for both where fhi is thought to be a function of the ratio of the

rapid and slow terms Thins, our aim in this study is to con- timescales of energy dissipating range and of energy contain-

struct models for the dissipation term and the pressure-scalar
graieit trm hic ar aplicbleto ow echt nmbe flws ing range (defined as r). According to Tennekes & Lumleygradient term which are applicable to low Peclet number flows. (1972), the fine scale motions deviate from the isotropic state

The models are then tested by means of the DNS data bases due to the effect of mean field diterom This effect should be

of isotropic turbulence (ida & Kasagi, 1991) and of fully de- due to the tmea e rtio his effect o be

veloped 2-D channel flows of different Prandtl number fluids proportional to the tiiescale ratio r, which requires c r at(Ohtuboet a., 991;Kasgi e al, 191).high Peclet number flows. It is considered that the timescale

(Ohitsubo et al., 1991; Kasagi et al., 1991). ratio r consists of four independent timescales, .e , mechanical

2. A IMODEL FOR THE, DISSIPATION RATE aand scalar timescales for both large scale motions and dissipa-

TERM tive motions. Thus, r must generally depend on Pr, R and Re,;
a relevant timescale for the large scale motions may be written

as x f(R), while a form /x f(Pr, R) can be adopted as the
When the buoyancy effect can be neglected, the transport

equation for the scalar flux in a fluid of constant physical prop- for the ratio r ts given as:

eries is given as.

Du900 U 16max [,/ -, -9 ,/k~-e
- -7Z- u & + -I'- [Y keI / 1  R

Dt r = P =" - 1+ max 1, .

-~~ 1- ~ 'l(4.c CI-) J/~R-, R P( + 0 On, (8)
-- uu

6
+ -P

6
. - au,- 1 5-

-8Zk P lJXk 
0

k Here, the smaller of the two timescales for the large scale mo-

(a + V,)- •(1) tions, and the larger of the two for the dissipative motions are
. ... 8, chosen to construct the r,,: r. As this ratio r varies from

I.. infinity to zero, the value of f,i must change from unity to
Since the finest eddies contribute most to the correlation of zero in proportion to r.

the dissipation rate, this process is considered to be almost An additional function is needed which explains the ef-

isotropic in a high Peclet number flow. This assumption leads fect of the gap between the spectra of temperature-gradient

to a model as follows: fluctuations and of strain-rate fluctuations. In this process,
E = 0 (2) the dominant parameter would be the ratio between the Tay-

Lumley (1978) claimed that the departure from isotropy lor microscales of velocity fluctuation and of scalar fluctuation

should be absorbed into the pressure-scalar gradient correla- (Tpnnekes & Lumley, 1972), e.g., in isotropic turbulence,

tion term 0,e However, as the dependence of e,9 and 0,9 on A0 _ i2-mke- / k10vk R

the Peclet (Reynolds) number is generally different, each term V -/ V = . (9)

should be modeled separately.

We define the anisotropy measures of the scalar flux vector This effect is taken into account by introducing a function of

and its dissipation vector, respectively, as follows: f2. Finally, the model will take the form:

,= 2¢- '(3) e,e = a.# (r) f,2 7, (0o)

27-2-2



which leads to- In the low Peclet number limit, anisotropy of 1 ,O is considered

1+ Pr I'f" to be related directly to a,e and k-a - Then, the first-order
.= f f . (11) approximations for both slow part $,el and rapid part C, 2 arewritten as:

3. A MODEL FOR THE PRESSURE-SCALAR Ito, = -cao, (17)

GRADIENT CORRELATION TERM 'D42 =--C2- -- (18)

The pressure-scalar gradient correlation term O,e is usually These relations further leads to the dimensional forms as:
divided into two parts and modeled independently. The rapid CI ' (19)
term 0,02, which includes the effect of mean velocity garadient, 28i T .. " 6, (19)

is conventionally represented as:

0_11 O~6, = c2  rPr--OU,, (20)
= B a "U (12) 2 .Ox20

These models must be linked with the high Peclet number
Kinematic constraints such as symmetry condition and trace versions, eqs.(14) and (13), respectively.
free condition, are imposed to determine the functional form First, the effect of the timescale ratio r must be considered.
of B. In addition to these conditions, a realizability condition If the fine scale motion has no response to the mean velocity
(Schwarz's inequality) is also imposed in the current model- and scalar distortions, the correlation coefficient between them
ing procedure (e g., Shih et al., 1990). However, this proce- must decrease proportionally to the timescale ratio r. Then,
dure yields a very complicated expression including high-order a function fol(r), which describes this process, is introduced;
products of the Reynolds stresses. The simplest and most
widely used model is called IP(Isotropization of Production) CIO ./Rer)- u. , (21)
model, and given as: 2 e ' k(

0U1,

042= C, 6 u'- (13) .= c2  f (r ) -70U (22)d~'2 (22)~x
The recommended value for the coefficient c,. is about 0.5 to The function fol(r) also changes its value from zero to unity
055. as r varies from zero to infinity.

As for the slow term, a commonly proposed form is: Secondly, if the spectra of the fluctuations are shifted apart
-CI + C', . (14) from each other, the two fluctuating variables can correlate

-c1o- (u,9+ c1GObukkl). (14) only weakly. This process will be expressed by the parameter

A proposal, which includes a term proportional to b,kO/Ocxk, given by eq.(9), i.e., IR/PR-, and hence,
is made by Jones & Musonge (1988). Also, some models con- , FR
tain terms quadratic in b,, (e.g., Craft & Launder, 1989). How- __ = - v i - (23)
ever, these approaches are not adopted in the present work for 2 Pr k

simplicity. The value of cie is frequently assumed to be zero _ . ([ Pr FR
as the first-order approximation. In that case, the value of c19  , = 02 - 1f(r)f,_ _r ukO s." (24)
is about 3.0 to 4.0. 2 aV)

The dependence of the coefficients on the timescale ratio R A 1 and f# are chosen so as to transform eqs.(23) and (24)
has been widely discussed. One of the modeling requirement is into eqs.(14) and (13) at the high Peclet number limit. The
the scalar transformation prorperty. The original form of the functional form of f#2 is discussed in the following.
scalar equation is linear in 0, and this means that the modeled The pressure-scalar gradient correlation term 0,e can be
form must represent this property and that R will not appear written as a sum of the scalar-pressure gradient correlation
in the model equation. However, to achieve a good agreement term !,e and the pressure diffusion term, i.e.,
between the prediction aid experimental data, Shih & Lum- 11V 1 - (5
l-y (1986) reported that effect of R cannot be ignored. In this P'6-, = -p0- -+ -- 0)(p ) (25)
section, both rapid and slow terms are modeled in the same # 0
procedure as in section 2. In most practical flows, the pressure diffusion term is smallHere, a dimensionless form of the pressure-scalar gradient compared to other two terms and, therefore, this term is usu-correlation term 'Pe is defined as:coprdootetw emanhrfrtisemisu-

ally ignored or considered to be absorbed into the turbulent
= P29, k . (15) transport term. In that case, models for both 0,0 and e,,

P z' Ofshould satisfy the condition, i.e.,

Generally, P,0 can be written in terms of dimensionless pa
rameters as: (26)

S k OU, (16) Using the same modeling procedure as Op, a model for Oee
= f "-xj' can also be obtained, in which fp appears as fh appeared in
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the model of O,e. Comparing the models of 0,e and 0,e, and considerably low in the present cases, the correlation coeffi-

imposing the condition (26), we obtain: cient must be high enough to consider the functions fa, fa
and fj, to be a constant near unity. Thus,

- f 2. (27) fl x f,2 = 0.7, (32)

In addition, the dependence of f02 on must be the same C = 0.125, (33)

as that of f on 1/V-, i., are chosen for the values of the functions. Then, eqs.(ll) and

f2(23) are rewritten as:

(2)1 + Pr (34),g = -0.35 7T T , o, (4

From eqs.(27) and (28), the following function is devised for

f02: rr0i FR Mx 2)ep -0.125 fke1  .(35....rI /l-i t (35)----

max (29) With the DNS data substituted into eqs (34) and (35), Fig.3

is obtained. The pre-ent models for e,e and 0,1 give good

agreement with the DNS data.

4. APPLICATION TO ISOTROPIC Since the present model test is carried out at very low

TURBULENCE Peclet number flows, it is hard to deduce the functional ex-
pressions for f,,, f,2 and fol. More precise data bases, which

In this section, the present models for c,e and 0,9 are ap- cover high Peclet number flows (including the budget data of

plied to isotropic turbulence, which is considered to be the scalar fluxes), are necessary in order to determine the model

most fundumental test case for the models of e,e and of the functions.

slow part of jO. Direct numerical simulations of isotropic 030 ....... ............... ...

tubulence carried out by lida & Kasagi (1991) are used for the _C

test. In these simulations, scalar fluctuation is also generated

with a mean scalar gradient imposed in one direction (X2 ), so

that there exists a non-zero component of the scalar flux vec- 0 00

tor, u2. The initial turbulent Reynolds number Ret is set to

be about 1.15, which decreases monotonously with time. Three

different Prandtl number fluids are assumed, i.e., Pr=O 025, (0
0.2 and 0 .7 1. - 30 .. ...... . ....... ......... ........

The transport equation of u20 in this flow is written as 0 1 2 3 4 5 6 7

fo llo w s : 
0 30 ....... t . .e

0 -
2 A 8

at aX2  _

1 89 . 90 Ou2
+ - (a+ V) (30)

The DNS budget data for this equation are shown in Fig.. It

is seen that for any Prandtl number case the production term /
is almost in balance with the sum of pressure-scalar correla- (b)

tion and dissipation terms. However, as the Prandtl number -030 ............ ......... I .

decreases, the dissipation term dominates the pressure-scalar 0 1 2 3 4 5 6 71rme

gradient correlation term which corresponds to the slow term 0 30, ..... .. ..... .......... I .................

in the model-d 0,9. This notable trend must be taken into ac-

count in order to make the model applicable to a wide Prandtl

number range.
In the widely used model, 0,e and c,# are to be modeled 000 -

together as (see Launder, 1984): /

011- (0e = -czeTuit. (31)(C

First, this model is tested by substituting the DNS data into -0 30L ........ ......... ...... ..

both sides of eq.(31). The results are shown in Fig.2; it is 0 1 2 3 4 5 6 7tUme

evident that eq.(31) cannot predict all the test cases. Hence, Figuie 1 Time development of Z20 budget in DNS of isotropic turbulence

the coefficient cle must be a function of Pr, R ,Ret and so on. with scuar transport (lida & Kmagi, 1991):

Model equations (11) and (23) with (29) described in sec- (a) Pr=0.7l, (b) Pr=0.2 and (c) Pr=0.025.

tions 2 and 3 are tested below. Since the Peclet number is .- - - -;1, 2, - -( + i)U2,k,.,
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5. APPLICATION TO 2-D
TURBULENT CHANNEL FLOW -. /P U(

The present model is now tested against the DNS data is adopted as a model for the rapid term. Then, this model

of a fully developed 2-D channel flow of two different Prandtl and also eqs.(34) and (35) are tested by means of the DNS
number fluids performed by Kasagi et al.(1991) and Ohtsubo data. The results for i = 1 and ? are shown in Figs.4 and

et al.(1991). The Prandtl number is set to be 0.71 and 0.025, 5, respectively. Here, the modeled q,e is compared with the

while the Reynolds number based on the channel half width scalar-pressure gradient correlation term oo in DNS. This is

6 and the wall friction velocity is 150. The coordinates zl, x2 because the modeled 0,# is expected to mimic the whole pres-

and X3 are defined as the streaMwise, wall-normal and ,pan- sure scrammbling effect when the pressure diffusion term is not

wise directions, respectively, modeled. As the effect of wall reflelection is not taken into ac-
In this flow, the rapid term 0,02 due to the mean velocity count, the modeled 0,0 overpredicts Ole and underpredicts 02,

gradient appears in the transport equation. However, as far when Pr = 0.71. Note that this test case is considered to

as the simplest model eq.(24) is adopted, it will only appear be rather severe for this simple model which directly relatesas the simpthetmanisotropy4ofs adopand, it ito onandappea
in the 77-' equation. When the Peclet number is considerably the anisotropy of c,e and 0,g to o; and -ha- without intro-

small, f02 can also be considered to be a constant. In this ducing b,,. However, the tendency of each term is predicted

study, in qualitatively good agreement with the DNS data, i.e., c,q
dominates 0,0 as the Prandtl number decreases.

0 0 .. ..., . .. ...... . .. . . .. .... . .. .. i. .. .. .0 0... .? '0-0 . . .. . . .. .. .. .. .. ..... .. ... .. . .. . ..... . .... .. .. .

-0 10i° °° °  - ',0000

-0 10-

-0 20o

(o) (a)

0 2 3 4 5 6 7 2 3 4 5 6
time time

000,e .... ...... 000~ ......
00000000000 -C00

- 0-010.

000

-0 20 -

.......... (b) j(b)
-030 .. .0. 0 .00.. . ......... .... c..... - ..........

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

time time

Figure 2 Temporal change of (4 e - e2.) in isotropic turbulence Figure 3 Temporal changes of 4 g and c2. in isotropic turbulence
with scalar transport: with scalar transport:
(a) P,'=0.71, (b) Pra-0.2 a.nd (c) Pr'=0.025. (a) Pr=.71, (b) Pr'=0.2 and (c) P,=0.025.

,Go model (3), 0 DNS. -mod (34), . ..... model (35),

0 DNS data for 4t2 , A DNS data for c2 .
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6. CONCLUSIONS first discussed and then bridged to the high Peclet number ex-

pressions In the present study, relatively simple forms which

Dependence of the models for e,a and 0,9 on Pr, R and Ret relate anisotropy of c.a and 0,0 to 7 and uk -, are adopted.

is studied in order to construct a universal scalar flux model However, it is easy to extend the present models to more elab-
orate forms which include higher-order products of Reynolds

which is applicable to wide Prandtl number fluids. Order of stresses and their invariants.

magnitude analysis is performed to derive the functional forms The present model is applied to isotropic turbulence of
of E,0 and 0,e; the models at the low Peclet number limit are three different Prandtl number fluids with a mean scalar gra-

dient imposed in one direction. The models, in which the
bridging functions are assumed constant, give promising re-

....OC " ' ' suits. Another test is performed in a 2-D channel flow, and
-,Ce °° qualitative agreement is achieved.

-01 Further precise data bases of the budget of the scalar fluxes
are needed to determine the functions which appear in the
model.
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ABSTRACT statistics were obtained by Namazlan et al. (1988) In
the developing region of an Isothermal methane jet

A weakly heated turbulent boundary layer on a Issuing Into still air using Raman scattering : the
flat plate Is considered. The linkage between cllsspatlon Is Isotropic on the centreline but nonisotropic
temperature fluctuations 0 and the contribution (4), to In the shear layer near the jet exit where the scalar and
its dissipation rate from the streamwlse gradient Is dissipation are found to be highly correlated. Such a
Investigated through spectral analysis as well as strong correlation Is In opposition to Blger's (1976)
probability density functions. The assumption of conjecture that 0 and e might be statistically
statistical Independence Is examined. Independent so that their jpdf can be replaced by the

product of the marginal pdfs. This result seems also
different from that obtained by Anselmet and Antonio

INTRODUCTION (1985) In a weakly heated turbulent plane jet : Iso-jpdf
contours between temperature and an approximation

As it Is underlined by Bllger C1989) In a recent to e evaluated from the temperature temporal
review paper, new results 'Improving our understanding derivative are roughly similar to the contours of the
of turbulent transport and mixing of scalars, Including product of the marginal pdfs. Nevertheless, when these
the structure of scalar-dlisslpation fields' are eagerly results are thoroughly examined (FgS. p.1052,
awaited. Indeed, the mean value -4 of the scalar Anselmet and Antonia, 1985), it Is obvious that this
dissipation Is an Important quantity which Is featuring In hypothesis Is strlctly verified only for y/Lu a I (y, lateral
second order modelling of turbulent f'ows -either distance from the axis, L, velocity half-width) where
through the scalar to mechanical time-scale ratio the skewness So of temperature fluctuations Is
R(--/to/) or through solving the - transport equation. practically zero and the IntermIttency factor y is about
Studying thf- nstantaneous scalar dissipation E0 and its 1 (Browne et al., 1984): on the axis, where % - -0.8 and
link with the scalar fluctuation 9 gives Informations y • 1, the assumption of Independence Is more
about the interdependence of small and large scales, approximatIve. Thus, one may wonder whether the
and experiments are all the more necessary since even statistical Independence between e and cE Is related to
direct numerical simulations cannot presently resolve the symmetry of temperature fluctuations. A similar
with sufficient occurracy the dissipative scales except trend Is observed In direct numerical simulations of the
for low Reynolds number flows. An other Interest In turbulent mixing of a passive scalar (Eswaran and
investigating a passive scalar 9 and its dissipation rate Pope, 1988) where It Is found that the conditional
ce is related to turbulent reacting flow models Involving scalar dissipation <e0/ = 8o> (for a given value 0o of 0)
a conservative contaminant : In both premIxed (Bray, Is strongly dependent on go  for small times
1980) and diffusion (Bllger, 1980) flames, the average corresponding to a bimodal pdf of 9, and becomes
rate of creation or destruction of chemical species can Independent of 0o at long times when the 0 distribution
be related to the joint probability density function (pdf) tends to a gaussian.
of 0 and eq. Furthermore, In probabilily density function
models of Inhomogeneous turbulent flows (Pope and In addition to the scalar field dissymetry, a
Chen, 1990), a length or time sco:e Is provided using relevant feature may be the Intermittent character of
the Jpdf of velocity and its dissipation rate. Borghl and some regions of the flow, so that another question
Gonzalez (1986), In their applications of Lagranglan arises: what Is happening when Intermittency is strong,
models to turbulent combustion, are also relating I.e. y << I ? In order to analyze a turbulent flow which
important quantities such as characteristic time scales has both regions where the skewness of scalar
to the Jpdf of an Inert scalar and Its dissipation. fluctuations Is strongly positive or negative and regions

where the Intermittency factor strongly departs from
Generally speaking, even for a passive scalar, unity, a weakly heated boundary layer has been

little Information Is available on the mean dlssIpaton-, rudled. it Is worth recalling that eq Is made from three
very little about the jpdf P(0, eq), and especially as far as It ms
reacting flows are concerned. Nevertheless, thorough
measurements of mean scalar dissipation rates were Ce - t [( '0/aX )2 + ( ole/I )2 + ( 0/az)2
performed with the cold wire technique by
Krshnamoorthy and Antonia (1987) In a silghtiy heated where a Is the thermal dIffusivty, x the slreamwse
turbulent boundaly layer -showing that -4 Is strongly distance, y the normal to the wall one and z Is along
nonlsotroplc close to the wall- and by Antonia and the spanwise direction. As previousy mentioned, It Is
Browne (1986) In a sightly heated turbulent wake well established that the contribution to the mean
-pointing out that the dissipation Is larger than the dssipation related to the longitudinal gradient can be
Isotropic value near the wake centrellne and especially much smaller than the two other ones, but only a first
near the region of maximum production. Dissipation step relative to the linkage between 0 and
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(e), (=a(o9/ax)2) Is considered In this paper owing to layer and as much as 100 % In the wall vicinity (y+ 5 10).
the difficulty of such measurements. This provides useful In fact, temperature spectra F9 determined with these
Information to be completed by other more critical two kinds of wires are practically Identical when
measurements, such as those of r, which are In normalized to unity : this Is due to the dumping of the
progress and will be presented In other papers. wire transfer function from very low frequencies less

than one hertz.

EXPERIMENTAL ARRANGEMENT AND MEASURING The longitudinal temperature derivatlve has been
METHODS estimated using Taylors hypothesis which has been

validated both experimentally (Krlshnamoorthy, 1987)
Experiments are carried out In the turbulent and numerically (Plomelll et al., 1989). Figure 2

boundary layer developed on the working section floor compares profiles of the mean values T determined
of a low-speed wind tunnel (0.56x0.56 m2). The wall Is with a Wollaston wire In the present study and by
heated to a constant temperature Tw relative to the Krlshnamoorthy and Antonia (1987). With a fully etched
amblant temperature T, of 10K from the beginning of wire, an attenuation similar to that already discussed
the layer. At the measuring station, the free stream for the temperature variance V' Is obtained. When
velocity Is U, = 12m/s, the boundary layer thickness Is those values are corrected to take Into account the
8 = 62mm. the momentum thickness Reynolds number Is .
4900, and the friction velocity and temperature are
u' = 0.46m/s and e = 0.47K. respectively. Temperature
Is acting as a passive scalar: a typical value of the ratio
Gr/Re2 (where Gr Is the Grashof number g63("w-T,)/v 2T*
and Re Is the Reynolds number Uo8/v) Is 1.4 x 10-4 for the
present conditions. The pressure gradient Is slightiy 0 0
negative, the Clauser parameter Ti = (81/8U* 2)dp./dx
being equal to -0.019 (the displacement thickness 81 Is
8.1 mm).

Temperature fluctuation measurements are ,+
performed with cold wires (Pt-10% Rh) of dlameter d ++ 
equal to 0.63 pim. These cold wires are operated with In +
house constant-current circults. The heating current Is + +
equal to 0.2 ,nA such that the velocity sensitivity of the + +wre Is practicahy negligible and the signal to noise ratio + o+0

Is large enough to allow correct dissipation +
measurements. The wire time constant M Is very small +
since 0.63 yrm damoter wires are used : M 30 jis for
y = 2.4 (where y+ =yu*/v, with y, distance from the +
wall), corresponding to the measurement point closest 0..... i .... I .I
to the wall, resulting In a cut-off frequency of 5 KHz to 100 2 y+ 104
be compared with the Kolmogorov frequency fK
(=U/2r', with ,I. Koimogorov length scale) which Is Fig. 1. Temperature r.m.s. - - -Anselmet et al. (1990)
about 2.5 KHz. At y+ - 180, In the region where fK Is (Wollaston wire lid = 1600) ; present measurements:
maximum, these frequencies are equal to 8 KHz and o Wollaston wire, //d= 600 ; + fully etched wire. I/d= 600.
12 KHz respectively. For results presented herein no
correction Is made to take Into account the Influence lo-2
of M : such a study Is in progress, but It seems that the
main problem Is related to the spatial Integration,,
resulting fr, the wire length (I - 0.35 mm), which Is
about 4 TI close to the wall (y+ = 2.4) and about 3 n1 at
y = 180. Such wire lengths are consistent with those 7' + ++ + \
used by Krlshnamoorthy and Antonla (1987), L.e. IlI=4.5 + 0
at y+ = 180, and those recommended by Wyngaard + +
(1971) whose analysis shows a 10 % attenuation of T
with Il = 3. This wire length (t, - 10) Is also In agreement
with that used by Kiewicki and Falco (1990), t+ - 7. for ' + * *

aieasurements of the velocity time derivative skewness, +
with a momentum Reynolds number equal to the
present one.

A special study has been performed concerning
end-conduction effects which are resulting In an
attenuation of temperature variance measurements +
(Parenthoen et al., 1982). Figure 1 shows the +
temperature r.m.s. e0e profiles measured with the
Wollaston wire usea herein ( - 0.35 mm m 600 d) and 10- 6 ............... I I
with a fully etched wire of equal length, together with 2 4
the reference curve obtained with a Wollaston wire 10 Y+ 10
(I - 1600 d) by Anselmet et al. (1990). A fully etched Flg.2. Mean dissipalton rate, ---- Krlshnamoorthy and
wire has been considered since only such wires can be Antonia (1987); present measurements: o Wollaston
tractable for ce measurements with a four sensor probe: wire ; + fully etched wire ; * fully etched wire corrected
about 70 % weakening Is obtained over the boundary for temperature r.m.s. attenuation.
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weakening of 02 Indicated on figure 1."(ex profiles are
practically Identical : this feature Is In agreement with "
the Invarance of temperature spectra Fe since the I-
quantity "3-X/0'2 Is proportional to I f2FEdf, where f is
frequency. Consequently, scalar dissipation timescales 10-4

= 2/ x measured with the two kinds of wires are ..

almost the same (FIg. 3).

The temperature derivative has been obtained
with an analogue circuit providing a linear gain
variation up to frequencies larger than 50 KHz. he
signals from the cold wire and from the differentlator i d
have been low-pass filtered at f, = 10KHz before on-line
digitalizing (37.5 KF-~channel). Thus, the Kolmogorov 108
frequency Is In the range 0.25 f, (at y = 2.4 ) to 1.2 f,
(at y * - 180 where fx Is maximum). The high resolution
(15 bits) A/D converter Is connected to a
microcomputer where data (I M-points corresponding
to about 14s duration) are stored. Since this study
requires the determination of Instantaneous dissipation , ,,
(4), It Is Important to check that the squared 102 f(Hz) 104

temperature derivative signal Is not noise contamined
In the high frequency range. Fig. 4 gives - In log-log
scales - the spectra of 0, 8o/o't and (a9/at)2 close to the FIgA. Typical spectra in the wall vicinity (y+ = 3).
wall where measurements are most critical (the - 0; ..... - - (V/#)2.
distance y+ = 3 will be systematically presented Instead
of y = 2.4 hereafter because, at the latter position, ___ 2__2 I I 5.5 6 9
high frequency Interferencles occur, but these P -029 .027 .0.28 -024 -02A .016 .014
frequencies do not contribute to the linkage between 0 Y I I I I I I
and (ee),) : the high frequency behaviour shows noise SO - 1 -1 .. -088 02 -065 -03s
does not significantly disturb signals. It Is worth
mentioning the aeIt spectrum Is Identical with tha Y+ 20 25 35 95

calculated from F9. y I I 0049 0.16 047 0.76 099

4 p -006 -004 .002 001 006 009 021 030
+ T I I I I I 098 061 0.28

+ 80 -007 000 002 006 026 041 1.2 31

+
+ 0 Table 1. Distribution of correlation coefficient p and

+ o+ Q- + Intermlttency factory In the boundary layer.

where the Intermiliency factor y Is about 0.3. In these
two regions, p retains the same sign as the temperature

2 skewness factor which also differs significanly from
zero. In order to underline the contribution of Individual
frequencies f to p, co-spectra E (such that J Edf = p)

" between 0 and (-e), are shown on figure 5 In the form fE
vs f on a logarithmic scale, for typical distances from
the wall. For y+ = 3 and y/8 = 0.88, the contribution to p
Is due to rather low frequencies of about the same
magnitude as the macroscale characteristic frequency
(which Is close to the frequency corresponding to the
most energetic temperature fluctuations). At positions
where p Is almost zero (such as y+ = 95). the co-

l0 ........... I I spectrum Is small whatever the frequency : this Is mainly
100 102 y+ 104 related to the symmetry of the temperature Signal.

Flg.3. Temperature dissipation tImescale. Another way to Investigate the Interdependence
- - Krshnamoorthy and Antonia (1987) a Wollaston between 0 and (e)x Is to analyse their Jpdf. Figure 6

wire ,+ fully etched wire. shows lso-jpdf contours at y+ = 95 are practically
Identical with Io-contours of the product of the two
maiginal pdfs (a = e/0' and P = ((&9)x - Zx)/
((rc), - (%2)l/2. In fact, the observed Independence

RESULTS AND DISCUSSION Is resulting from the balance between positive and
negative temperature fluctuations which Is contributing

In order to study the linkage between 0 and (b)x, to an almost zero overall correlation coefficient : Iso-
their correlation coefficient p has been firstly contours (not presented here) of the quantity 4P(a8),
determined (Table 1) for various distances from the wall such that I cz1P(a,.)ddcad = p, show that, for each
ranging from the sublayer to the Intermittent region, contribution (a>O0 or a<0), the linkage significantly differs
Close to the wall, p Is rathe, strongly negative whereas from zero. In regions where temperature fluctuatons
It Is reaching positive values of the same order of are strongly dissymmetric (y+ = 3, Rg.7, and y/8 = 0.88,
magnitude In the outer part of the boundary layer FIg.8), the assumption of Independence does not hold
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at all - - one was expecting from table 1.

From the Jpdf analysis one can also compute the 10 (b)
conditional scalar disslpo.lon such that
<(~e)x/0=0> =i P(ao,P)d3. In the region where tempe-
rature fluctuations are almost symmetrical (Flg.9.y+=95).

4
0.12

fE 10
(a)

I4

-0.12 I _ I , , ,I , , , ,I , , , ____
--

___

102 f(Hz) 10
4

-2Fig.5. Cospecra between 0 and (c.),: -- y+ 3, -6 -3 0 3
-y 95: ..... y/8= 0.88.

Flg.7.Interdependence test for the jpdf between 9 and
(4), at y+ = 3 (p = -0.28)
a. 0 and (&dx Jpdf

10 (b) b.Product of the margincl 0 and (ee)x pdfs.
Contours same as fig. 6.

the 0 pdf Is practically gaussian and the conditional
4 dissipation Is almost equal to zero for all %co (= 0/0')

values, resulting from the statistical Independence
already mentioned at this distance (Cf. Fig. 6). It Is
worth mentioning that I <(req)/a = a,> dat, should be
equal to zero but this Integral Is somewhat different
from zero due to troncature errors. Close to the wall
(Fig. 10, y+ = 3). the 0 pdf Is dissymmetrIcal - owing to

10_ _ _ the limit resulting from the %% all temperature - and

(a) <(t.W)e/9 = 0,> strongly depends on 00, retaining
relatively large negative values for positive
temperature fluctuations and positive ones for 00
negative. These behavlours for both y = 95 and y = 3
corroborate results obtained by Eswaran and Pope
(1988) from direct numerical simulations of the turbulent

4 mixing of a passive scalar. A similar trend Is observed In
the Intermittent region (Fig 11, y/8 = 0.88), but the
dissymetrlc features are opposite with respect to those
obtained close to the wall and the dissymmetrles are
more clearly marked ; that Is In agreement with the 0
skewness factors S9 (see table 1). However, for these
two latter positions, the absolute values of correlation

-2 coefficients between 0 and (e), are practically equal.
On the other hand, one can Imagine that the strong

-3 0 a 3 Intermittent nature of the flow far away from the wall
(y/6 = 0.88, = 0.28) also plays an Important role for the

Fig.6. Independence test for the Jpdf between 0 and linkage between the large and small structures : the
(ce)x at y+ = 95 (p = 0.01) probabilistic analysis prevously presented has been
a. 0 and (E)x Jpdf applied agalr considering only the turbulent portions of
b. product of the marginal 0 and (eq), pdfs. tflo signals. The correlation coefficient p Is then 0,21
Outer to inner contours correspond to 0.001,0.01, 0. 1 Insiead of 0.30: Intermlttency makes the linkage more
and I respectively. pronounced but Is not at all the main cause for that,
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and the jpdf contours (Fig. 12) are not very different
from those relative to the Initial signals (Fig. 8).

16
(b)

10

1 *r-------r0.4

4
A P (a)

100

101

--2-
-6 a 6

Fig.8 Interdependence test for the jpd" between 0 and
(co)x at y/8 = 0.88 (p=0.30)
a. 0 and (e), Jpdf
b. product of the marginal 9 ard (eo)x odfs. 1 _________________ 4
Contours same as Flg.6.

0.4I

A

00

K~~ ~ - 0 06 .8(ae0 ~.)

Fig.9.Condlitionai dissipation and temperature pdf at Fig. 11. Condflonal dissipation and temperature pdf at
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ABSTRACT However, it seems that experiments on thermals

This paper deals with "thermals", in the sense of are relatively scarce and some fundamental questions

convective flows originated by the quick release of a have not received appropriate answers yet. That is the

fluid inside another one of different density, the two case of the spreading rate, for example. There are

fluids being miscible. Firstly, a theoretical model to doubts if we can talk about an universal spreading rate,

describe the motion is presented. The particular or if it varies and, in this case, which are the

feature of the model is that two zones with different conditioning parameters. Other pertinent questions
characteristics are considered: (i) the zone of flow are the geometry of the thermal and the evaluation of
establishment and (ii) the zone of established flow, the virtual mass. Also the effect of large density
Experiments with fluids with large density differences differences on thermal motion is still not clear, as

were carried out to test the model and evaluate pointed out by Turner (1986) in a review of the

parameters such as the spreading rate, the inertial entrainment concept, where he recognizes that

coefficient, the length of the zone of flow "though for most geophysical purposes the Boussinesq
establishment and the location of the virtual origin. approximation gives adequate accuracy, the problem

1. INTRODUCTION os mixing between fluids with large density differences

is a fundamental one, which merits further attention".A thermal is defined here as an instantaneous

release of buoyancy. This is different from a plume, In this paper a theoretical model for the analysis

for instance, whose generation is due to a continuous of this kind of problems is presented first, and then

source of buoyancy. If the density of the fluid is greater compared with experimental results.
than that of the ambient we have the so called "dense
thermal'. The study of this flow is of interest, for 2. THEORY

example, for a better understanding of the
mechanisms involved in the proccssof dunpingsludge

into the sea. On the other hand, "light thermals" have interesting theory for the thermal motion but they did

an upward motion and have been of interest in various not compare it with experimental results. Our

studies, such as cumulous clouds, explosions and experiments confirm their theory in regions far from

atmospheric pollution 'esides these practical cases, the source, but the agreement is poor in intermediate

thermals have been helpful for the study of turbulence and near zones. A possible explanation is that they did

fundaments. not consider a zone of flow establishment.
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As a matter of fact, we think that two distinct zones P - Pa (7)

in the thermal motion should be considered. Within a p + KM pa
certain distance from the source the thermal exhibits
an appendix - see top of Fig. 1 -which becomes smaller Passing to the mass conservation equation, by using

and smaller until it completely disappears. The first the entrainment concept introduced by Morton et al.

zone will be called the "zone of flow establishment" (1956), it can be written as

(ZFE) and the second one the "zone of established d K pb Kb 2p au (8)

flow" (ZEF). d

The shape of the cloud is not easy to qualify where a' is the entrainment coefficient.
precisely. It is similar to a cauliflower but, as it will be

seen, it is not necessary to assume a particular shape By substituting p from (5) and considering that

for the development of the theory. So, let the volume d z
and the surface area b , generically expressed by u m- (9)

voIlun -K~b3  ( I we have
area - Kab 2  (2)

where b represents the horizontal radius of the cloud db K =a (10)dz 3KV

and K and K a are coefficients which is not necessary

to quantify. There are reasors to suppose that the spreading

It seems plausible that a virtual mass should be rate a might be different from ZFE to ZEF, therefore

considered, at least close to the origin, and the we will write down, denoting by z, the length of ZFE:

inherent added mass will be represented by: (i) For z < z. (ZFE), d b

Added mass-KM(Kb 3 pa) (3) dZa* (11)

where P. is the ambient density and KM the inertial (ii) For z > z. (ZEF), d b-- a (12)

coefficient. dz

Assuming that inside the thermal the density (p) By integrating we have:

and the velocity (u) are uniformly distributed, the (i) z < z, b = b, + a*z (1 3)

momentum equation can be written as

(ii) z> z, b=(b,+a,z.)+a(z-z.) (14)d b
-[(K Pb+ KMKpab 3)u]- F (4)
di Now, the two zones will be analised separately.

where F represents the buoyancy force defined by

F - KV,(p - p.)gb 3  (5) Zone of flow establishment

If the ambient density is uniform the buoyancy is Equations (9) and (7) in conjunction with the
c :..ieLved, hencc substitution of p from (5) lead to

F- '- K.(p -p.)gb! (6) (b ) (1]dz0 p,- " 3 g t 2 (1l )

where the index" o- applies to t - 0, the instant when

the thermal is released. where

By integrating (4) and taking into account (5), we P- (16)
have I + Km,
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A P-0- (17) be obtained by integrating (15), but now(;- )is defined
P a (r

by (14). Under the condition I - 1. for z - z., that
K m, represents the value of K M - Eq. (3) - in the zone integration leads to

of flow establishment. [a(z. - Z.. ) ]4 + 4A[a(z. - z..)]3 +

Substituting( )from (13) and integrating (15) we + 6A 2[a(z. - z.)] 2 +

obtain + 4(A 3 + 3)[ca(z. - z,.)] =

(az.)4 +4(a°z.) 3 +6(atz.) 2 + = 2i (t- t..) (27)1i+KM

+4(l 2. t2 (18)
1 +K,. where

This equation was made dimensionless by A - I + az. and A (

introducing the scales I+K- (28)

1, - b, (19) The "radius", dilution and velocity of the thermal

1/,2 are now defined by
t,-(Aog (20) b. - A + a(z. - z..) (29)

s,=(Aogb o)/ 2  (21) S.bP-Pb. (30)

and considering the relative values U. - -1__ _.__ (31)
( I+ Km)b.3+A. 31

Z.- . t- , U.- - (22) Theasymptoticbchaviourwhenz -4 -isexpressed
as follows:

Taking into account equations (13), (6) and (7), t a3( 1 + K M) "z2

respectively, the "radius" of the thermal, the dilution 2 " [ 2 ; b. - az.

and the velocity at a certain level can be expressed as -12
S,-(z.) 3  : u.-[2-xL(l-+KM)I z: (32)b

b, - b 1 + ¢: ,z. (23) It should be noted that the parameter Aois present

S.Po-p-- (24) in (26) but not in (32). This means that density
P--Pa differences give rise to different behaviours near the

I. origin but, in non-dimensional coordinates, all the
U. ( I + KM,)b3 + A, (25) thermals should exhibit the same behaviour far from

the origin. This is very clear from the experiments.
The asymptotic behaviour of the thermal when

z -4 0 can be expressed as follows: 3. EXPERIMENTS

t.-[2(I +KM +A)] 2zZ' 2  : b.=l ;
3.1. Description

S.- 1 ; u.- 2 / (26) One of the aims of the experimental work was to
investigate the influence of density on the flow

Zone of established flow characteristics, namely in the case of very high
densities, that could question the Boussinesq

In ZEF the relationship between z and tcan also approximation. For that purpose, a tank with a cross
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section of 0.45x0.45m 2 filled with drinking water up Anyway, considering the -hortness of the zone, this
to the height of 0.50m was used, and small volumes of could give rise to appreciable relative errors, hence an

denser solutions were released at the surface, - see indirect method based on the kinematic of the flow

Table 1 - previously combined with potassium was used instead, as will be indicated further.

permanganate for visualization. The kinematic aspects are shown in Fig. 3 and, as

a first observation, we would say that the asymptotic

Table 1 - Conditions of each experiment trend expected from Eq. (32) is confirmed. That
asymptote offers, possibly, the most prac'ical way of

Run Solution Density (Kg/m 3) Volume (ml) evaluating K m. Makinga -0.25, it seems that KM 0.
1 Sodium chloride 1063 0.5 As a matter of fact, these were the values used to
2 " 10 compare Eq. (27) - the general solution for ZEF - with
3 2.0 the experimental results. On the other hand, for4 " *"4.0

5 * 1182 5.0 distances relatively short Eq. (27) is quite sensitive to

6 3.0 the parameters a., z*. and KM,, related to ZFE,

7 N N N 1.0 therefore the adjustment of this equation to the

8 N N N 0.3 experimental data was the criterion adopted for the
9 Calcium chloride 1458 0.3 selection of those parameters - Table 2 -.
10 N N N 1.0

11 N N 4.0

Table 2 - Selected parameters

Another point we wanted to examine was the P. Virtual Zone of flow Zone of established

influence of the initial size of the cloud. Therefore, origin establishment flow

different volumes from 0.3ml to 5ml were used, and (Kg/m 3) z.. Kw, a, z.. K, a

it can be anticipated that no different behaviours were 1063 4.0 0.5 0.26 2 0 0.25
1182 6.9 0.5 0.43 4 0 0.25

observed. The volume was measured with a syringe, 1458 8.4 10 0.47 5 0 0.251

used to fill hemispherical spoons of different sizes,
adequate to the samples, whose discharge was made The observation that the largest values of a, are
very carefully, in order to avoid initial velocity. associated with the largest values of zN is a subject

On the wall of the tank there was a metric scale, which deserves some reflection. It is a situation only
and the horizontal diameter of the cloud, as well as understandable if there is a "ddcalage" between the

the time elapsed after being released, were measured straight lines that represent the linear growth of the
every 5 cm. Each experiment was repeated six to cloud, that is, if the virtual sources are different, as

twelve times, in order to obtain representative average shown in Fig. 4, from where we deduce
values.

Z*N.C,- a)+ 1Z (a a (33)
3.2. Experimental results a

The results of the experiments are shown in Figures Fig. 3 allows the acceptance of this explanation, though

2 and 3. The first one suggests that in the zone where for values of p0 so different as 1063 Kg/m 3 and 1458

the radius was really measured (z. > 10), a linear Kg/m 3 the "ddcalage" is so small that can be ignored

development can be accepted, with a spreading rate for practical purposes.

a - 0.25, independent of the density. The speed of
the motion in its initial phase did not permit direct 4. CONCLUSIONS

measurements in regions close to the origin, that is, This paper reports a theoretical and experimental
direct evaluation of a,. studyon the motion ofthethermals. The consideration
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SUMMARY nal variation is represented only through a variable forcing
In the last decade, much effort has been devoted to the term in the equations. This permits the use of grids whichunderstanding of near wall turbulence, both through ex- are unaffordable in a three-dimensional simulations, and theperimental and numerical observations. Different scenar- observation of small details which would be unavailable oth-

ios have been proposed, but a broad consensus on a basic erwise. On the other hand, the longitudinal variations of the
model for the near wall events has still not been achieved, flow are only represented in an approximate manner. As a

We present here a simple numerical model for some of the consequence we expect to find correspondence with experi-
events occurring during the bursting phenomenon. In partic- ments in the development of the small spatial scales, and for

ular we study the behaviour of longitudinal vortices as they short time intervals, but not necessarily for large scales or

are brought near a wall by an x-dependent external shear, for long times.

which is the near wall equivalent of a plane strain. We also Ersoy and Walker (1986) were probably the first ones

study the effect of the interaction on the local wall stress, to investigate numerically two dimensional vortex motion

and we calculate the distributions of turLalent stresses to near a wall in connection with the bursting phenomenon,

analyse the zones of maximum production in the transversal although the basic model was proposed much earlier (Black-

y-z plane. welder and Eckelmann, 1979). They considered the viscous
boundary layer induced by a pair of counter-rotating point

INTRODUCTION vortices impinging on the wall at an arbitrary angle, and
concluded that the wall layer always separates and gener-

The direct simulation of the channel flow by Kim et al ates a violent eruption as a consequence of the pressure
(1987), using visualisation techniques similar to those in the field induced by the pair. They concluded moreover that,
experiments of Kim et al. (1971), showed the existence of in asymmetric cases, the effect of vortex nearest to the wall
streamwise vortical structures near the wall, very similar to dominates the motion. Their study was done in the context
those observed in experiments, and with similar spacings and of non-interacting boundary layer theory and, as a conse-
lengths. Their computational box was 2300 x 1500 wall units quence, the wall layer became singular in a finite time.
in the streamwise and spanwise directions, and contained The present study tries to do a more realistic simula-
many structures, making it difficult to isolate the details of tion by using the full two dimensional Navier Stokes equa-
individual events. This is even harder in experimental stud- tions and non singular vortices, and by using parameters
ies. To achieve a better understanding of individual events derived from direct numerical simulations of the boundary
near the wall, Jimdnez and Moin (1991) introduced the use layer. The aim is to study the formation of compact longitu-
of numerical simulations in "minimal" channels. In that case dinal cores from initially fiat vorticity distributions, to follow
only a few structures are present in the computational do- the subsequent behaviour of those cores, and to quantify the
main and it is easier to follow them in time and to study how average (streamwise) wall stress produced by them.
they interact among themselves and with the wall. Because
of the intrinsic three-dimensional character of the flow, it is
difficult to obtain simple models for the near wall region, PHYSICAL MODEL
but both the full channel and the minimal channel simu- We consider an infinite streamwise vortex subject to a
lations show that the structures are very elongated in the variable shear that increases linearly with the streamwise
streamwise direction, and that the key event occurs when coordinate, x. From continuity there is a downwash towards
they come near the wall. Their interaction with the wall the wall which is independent of x. This mean flow is in-
induces a layer of secondary wall vorticity of opposite sign, tended as a first approximation to a sweep event, in which
which thcn diffuses and interaLb with the primary structure, a streamwise vortex is pushed towards the wall, and pre-
During this interaction a very rapid growth of the wall shear sumably initiates a new bursting cycle. The assumption is
stress is observed. that the spatial and temporal scales of the pressure gradi-

A similar mechanism was observed by Robinson (1991) ent that produces the sweep are large with respect to those
analysing Spalart's (1988) turbulent boundary layer direct of the evolution of the vortex. Under those conditions the
simulation. He came to the conclusion that, in the inner mean flow can be assumed to be steady, and a good model
zone, single unpaired near-wall quasi-streamwise vortices gen- is Hiemenz flow (Schlichting, 1987, p. 87), which has the ad-
erate persistent low-speed streaks, and that counter-rotating vantage of being itself a steady solution of the Navier-Stokes
vortex pairs are rare. The fact that the whole structure is equations. It can be expressed in terms of a dimensionless
elongated suggests that a quasi two-dimensional model may function 0(y) as UH(z,y) = az4'(y), VH'y) = -aft). The
be built, in the y-z transverse plane, in which the longitudi- function 0(y) behaves quadratically in y -tear the wall, so
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that the horizontal velocity drops linearly to zero in that between consecutive sublayer "streaks" in the spanwise di-

region while the norms velocity vanishes quadratically, as rection but excludes the logarithmic region in the vertical

in real profiles. Assuming the same x dependance for the one. All the simulations are performed in a 256 x 256 grid.

perturbations as for the mean flow, we write the streamwise

velocity perturbation as u(X, y, z) = a x q(y, z) INITIAL CONDITIONS

The equations for the transverse and longitudinal mo- Robinson (1991), analysing Spalart's (1988) turbulent

tion are weakly coupled through the vortex stretching term. boundary layer data base from direct simulations, computed
The transverse velocity (v, w), is incompressible, and can be distributions of diameters, strengths and wall distances for
characterised by the streamwise vorticity component w = the quasi-streamwise vortices. He found that the radii have
aw/Oy - av/Oz, and by a stream function 0(y, z). From a distribution with a maximum around r+ = 5- 20, the wall

now on we will use dimensionless quantities normalised with distance, around y+ - 10 - 50, and the Reynolds number,
r, the circulation of the streamwise vortex, and with ro, the Re = r/v = 60 - 250. The value r+ = 10 chosen in our

radius of the vortex, and a, related to the variable shear. is computations is intended to represent an average of these
The dimensionless equation for the longitudinal vorticity is vortices.

w ]Some preliminary computations using those values
T.. + j(, ) = Ru 1(0,(Y) + q) w + 0(y) TY + Re V2 w, showed that the vorticity was rapidly dissipated. Since the

. (1) goal of the study was to investigate the vortex dynamics, we

decided to increase the Reynolds number to allow for longer
lifeimes, and all the simulations presented here are done us-with Re = n/v , Ru = ar /l' and J(w, 4) collects the usual igU=re+0.Tedsrpnyi otpoal u

convective terms. The first term on the right hand side rep- ing r+= Re = 500. The discrepancy is most probably due
contiv ter. et frtx ste g o the vari a ser, to the three dimensional effects that are neglected in our
resents the effect of vortex stretching by the variable shear, model. In a strictly two dimensional approximation, like
while the second one represents advection of vorticity by the ousthvrtcyrtaintrs U yad x /z

resulting normal velocity, ours, the vorticity rotation tc-.'ws wa8U/Oy and w5~9U/8z
With the assumptions for the perturbation velocities, t- cancel identically, and there is no way to regenerate the

streamwise vurtices from the transverse vorticity in the mean
gether with a corresponding one for the perturbation pres- shear. As a consequence any streamwise vortex is evntually
sure, we can also write a transport equation for the pertur- dissipated. On the contrary, it was shown in (Jim6nez and
bation streamwise velocity, q, Moin, 1991) that those reorientation terms play a significant

qRu[(q2+2 ,q)+ + role in the evolution of the streamwise vorticity in the real

+ J(q, 0)+ boundary layer.

The initial streamw;se velocity profile, Uq, has two ef-
+0(y) t L+ Re V2 q. (2) fects. First, through ,he scale factor a, it generates the ex-

ternal strain and the normal velocity field that brings the
This quantity behaves approximately as a passive scalar streamwise vortices closer to the wall. Second it is itself

evolving under the effect of viscous diffusion and of advec- convected by the transver.e velocity field and generates the
tion by the (q, v, w) field. Note that, due to the assumption shear layers and the wall stress that, although essentially
of two dimensionality, these two equations are exact, except passive in our approximation, are such important features

for a "quasi linear" approximation in (2) tii, ap/8 y - 0. of real flows. Both effects can be studied approximately by
We integrate them to evaluate how the vortex evolves under using an initially linear profile near the wall, although the
its own induction, coupled to the stretching of the variable consistency of the equations forces us to use a more realistic

shear, and how the streamwise structires affect the longi- model such as the Hiemen flow. Still, all that is required is
tudinal velocity distribution, including the mean wall stress that aUy/Oy -- 0 as y --* oo, and the detailed profile is quite
averaged over the spanwise direction. irrelevant. In particular, the vertical scale of the Hiemenz

Note that the limit Ru - 0, which is reached by letting profile is arbitrarily, and was adjusted in our simulation so
a -- 0 and x - oo, is that of constant shear and no strain, that 0' = 0.9 at y = 4.5 (y+ = 45), giving an essentially lin-
but satisfies formally the equations. We will present later ear profile over most of the region of interest, but levelling

some simulations in this limit to separate the effects of self to 0k = 1 at ' ,e upper edge of the computational domain.

induction from those of stretching. The strain parameter, a, was estimated from direct sim-
In our calculations, the equations are solved in a rectan- ulation data. In those, the wall shear has a spotty distri-

gular domain with periodic conditions in the spanwise direc- bution, in the range tuheay+ = 0 - 3, with a streawise
tion. Free-slip conditions are imposed at the upper wall and length scale of the order of x+ = 50 - 100 (Jim nez and

a very efficient discretisation of the wall vorticity, described oeond vf fo -- stain ard
in (Orlandi, 1989), is used at the lower, non-slip wall. The Momn, 1991). The corresponding values for the strain are,main features of the numerical method are described in that a+ = (82U+/Os,+Ox+)/(d4'/dyl+),. 0.5 - 2.0. From these

data the dimensionless strain in Eqs.(4) and (5) can be ap-
paper. It is a scheme with second order time and space accu-
racy, and with global conservation of encrgy, enstrophy, and proximately evaluated as Ru e 0.1 - 0.5. Because we are
vorticity in the inviscid limit. The dimensionless units used interested in investigating t e effect of the strain, we consid-
in the numerical calculations can be related to the boundary ered two cases: the first one with constant shear, Ru =0,

layer "'all" units by fixing the vortex radius and the kine- and thc econd one with a strong strain, Ru = 0.243.
matic viscosity. The latter is defined as v+ = 1, while the The choice of the initial vorticity distribution and loca-

former, for reasons given below, will be taken as r+ = 10. In tion for the longitudinal vortices influences in h, large mea-

the following all results will be expressed in those wall units. sure the evolution of the flow. Rather than introducing circu-

All the calculations are performed within a domain of size lar vortices ab initio we decided to study whether they might

equal z+ = 100 in the spanwise direction and y+ = 60 nor- form naturally by self induction, and we used vortices whose

mal to the wall. This corresponds to the average full spacing initial shapes were very elongated in the spanwise direction,
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Y, Fig. 2 - Contour plots of vorticity at t+ = 4.8 for ab ( symmetric initial condition. (wm, = .52, Aw
increment = .10, Re = 500, Ru = 0).

z +  Z+ jected to the shear of the main vortex, are dissipated quickly.
When an external strain is applied, the vortices are pushed

Fig. 1 - Time sequence of w. maps in the transverse against the wall and become more compact under the effect
section of a minimal channel, moving with the of the stretching, but tile wall interacticn mechanism does
approximate convection velocity of the vortic- not change appreciably.
ity structures at the wall. Flow is minimal When the two counterrotating vortex sheets have the
channel from Ref.[3]. Time from left to right same initial circulation magnitude, but their shapes and dis-
and top to bottom. tances from the wall are different, the evolution is asym-

metric for a while. An example is given in Fig. 3a-c, in
which one of the vortices is relatively compact and close to

described by the expression the wall, while the other one is more elongated and located

-)=%-( exp (- y  sin (7r X - X___, x E (0,a) (3) 40 - ------------.

WM/ , a /'(a)

30-
where WM was adjusted so that I' = 1, and with a' = 0•75,

a + = 10 - 40, and y+ = 7.5. A typical initial condition is y+ 20

shown in Fig. 3.a. These vortex sheets are found often in ,= a
the near wall region of real boundary layers (see Fig. 1), and tO
it is not immediately obvious whether they result from the
deformation of initially circular vortices, or whether they are o
precursors to them. Our goal in choosing them as initial con- 40

ditions was to see whether they would evolve spontaneously (b)
into circular cores, and how fast. In the case of the simu- 3
lations presented here, a vortex sheet with r+ = Re = 500 3o

and a + = 20 rolls up into a compact core in t + ; 1, which
is shorter than other relevant time scales in the flow. Y+ 20

RESULTS AND DISCUSSION 10

We were also interested in investigating whether our- _
quasi-two-dimensional model would predict the type of 0

events depicted in Fig. 1, whose most characteristic fea- 40
ture is the presence of intense compact vortices of one sign (c)
and weaker, more diffuse, vortices of the opposite sign which 30
seem strained by them into thin sheets. Approximately sym-
several calculations with different initial configurations to y 20

study their evolution.

With counterrotating vortices of similar initial circula- 10 J ,
tions and shapes, either with or without external strain,
both vortices roll up in approximately half an eddy turnover 0 ..-.. __ -- _

time. The final configuration is that of Fig. 2, with a vortex -4o -20 0 20 40

pair receding away from the wall. Configurations similar to

those of Fig. 1 cannot be achieved. The layers of vorticity Fig. 3 - Contour plots of vorticity with asymmetric ini-

of opposite sign which are formed at the wall play an im- tial conditions. (Aw increment = .1, Re =

portant role in the roll-up process. They are initially very 500, Ru = 0). a) t+ = 0; b) t+ = 2.4,
intense, but they later diffuse away from the wall and, sub- Wio .90; c) t+ = 4.8, w . = .55.
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Fig. 5 - < OU/Oy. > time history for flow in Figures z+
3-4. Fig. 6 - Normal stresses distributions for Fig. 3.b.

a) q' , b) v'", c) w'". (A increment = .00125)

at a greater distance. The small core on the right, having I eoi three dimensional flows these shear layers proba-
a higher vorticity, assumes a circular shape in a very short bly become unstable and lead to the formation of new longi-
time and prevents for a while the roll-up of the more diffuse tudinal vortices and of new turbulent cycles, but these effects
sheet. The results at t+ = 2.4 (Fig. 3.b) is quite similar to are absent in our simplified two dimensional model. To the
some of the structures in Fig. 1. The main difference is the sides of these low velocity regions the downwash pushes the
behaviour of the secondary vortex sheet at the wall, which background shear towards the wall and generates a high ye-
looks weaker in the three dimensional case. This Aieet tends locity streak. It is not a priori clear whether the two effects
to protrude in between the two members of the vortex pair, would cancel at the wall and whether the global effect would
shielding the diffuse vortex and allowing it to roll up even be a increase or a decrease in the wall stress averaged over
in the presence of the strong core. In fact, in the two di- the span. Figure 5 shows that the former is the case and that
mensional case, in which that secondary vorticity is strong, the averaged wall stress increases by 50% in t+ = 5, which is
the two cores have essentially rolled up at t+ = 4.8 (Fig. a time scale comparable to that estimated for the growth of a
3.c) and the final result is quite symmetric, similar to that burst in (Jimdnez and Moin, 1991). Since the eddy turnover
in figure 2. Therefore, a first conclusion of our simulation is time can be estimated as t,+ = (27rr+)2/r+ ;s 8, the increase
that the single structures observed Robinson (1991) have to in wall stress is very rapid, and occur in time which are
be caused by very non-symmetric events, e.g. legs of hairpin short compared to an eddy rotation, although longer that
vortices lying at different distance from the wall, and that those associated t-) the formation of the compact cores.
the vortex closest to the wall is always dominant. Fig. 6 shows the spatial distribution, in the y-z plane, of

It is genorally ;r,-pted that these longitudinal structures th, velocity perturbations at the particular moment in time
are responsible for the formation of the low velocity streaks which corresponds to Fig. 3.b. These perturbations would
in the wall region. Fig. 4 shows that this process is caused by contribute to the turbulent intensities u', v' w' in the three
the convection of the streamwise velocity field, U = Uy + u, dimensional boundary layer, but can only be related directly
by the longitudinal vorticity. In the region of updraft, the to them after a randomising and averaging step that was not
initial shear is convected away from tne wall, generating a attempted here. Still, the location of the different contribu-
low velocity streak and a detached layer of intense spanwise tions is interesting. The fact that the u' perturbation that
shear. These are regions of negative u' and positive e (II defines the low velocity streak is wider in the spanwise di-
quadrant) which generate negative u'V and production of rection, and stronger, away from the wall than close to it, is
turbulent energy. well known from experiments. The association, in the cen-
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2.4, (w,, = 1.30, Aw increment = .1, Re = Fig. 9 - < U/ay > time history for flow in Figures
500, Ru = 0.243). 7-8.

tre of the streak, of v' > 0 and u' < 0, defines an "ejection" in a shorter time. This levelling corresponds to the drifting
event, and suggests once again that ejections are not tran- of the symmetric pair away from the wall under its own in-
sient events in the boundary layer but long lasting states duction. These characteristics are common to most of the
that pass by the stationary probes used in experimental ob- simulations that were carried out including a strain. Asym-
servations (Moin, 1987, Jim~nez and Moin, 1991) metric evolutions could only be achieved in those cases un-

From this first simulation, without external strain, we see der the most extreme initial conditions. Because the whole
that our simplified model reproduces some of the features of boundary layer is contracted vertically towards the wall by
the bursting event: it is very rapid, it is governed by the the strain, the general level of the longitudinal vorticity gra-
presence of longitudinal vortices located near the wall, and dients is higher, but the structure of the streak is the same
during the bursting event there is a large growth of the wall as in the unstrained case.
stress. Robinson (1991) found both single vortices and counter-

To analyse how the external strain modifies the flow rotating pairs in the wall region, but he notes that the proba-
structure, a simulation was run with Ru = 0.243 and with bility of the former is larger than that of the latter. The same
the same initial conditions as those in the previous calcula- was observed in the minimal channel by (Jim~nez and Moin,
tion. In Fig. 7 we show the vorticity distribution at a time 1991). The present simulations suggest that events with
comparable to that of Fig. 3.b. The main difference is that a single vortex are associated to weak streamwise strains
now the whole structure is closer to the wall, being convected while events with vortex pairs correspond to intense strains.
by the normal velocity created by the strain. This is true At longer times our quasi-two-dimensional simulations al-
both for the original vortex cores and for the secondary vor- ways tend to produce symmetric configurations, but it was
ticity layers at the wall Also, the general intensity of the pointed in the introduction that the model can not be trusted
vorticities has increased, due to the stretching term. As a in that range. More interesting is the possible relation of our
consequence, all the interactions are stronger and, in partic- strained model to the boundary layer in a positive pressure
ular, the effect of the wall vortex sheet becomes more im- gradient. The results suggest that symmetric pairs should
portant than before. The resulting shielding effect prevents be more common in that case, but we could not find any
the straining of the left vortex by the right one, and the pair independent experimental evidence for or against this pre-
becomes more symmetric, even for the severely unsymmet- diction.
rical initial conditions used here. The end result is that a
symmetric pair is always formed, which flies away from the CONCLUSIONS
wall even in the presence of downwash created by the strain. We have seen that the present simplified quasi-two-di-
The resulting longitudinal velocity distribution is shown in mensional model for the near wall region of the turbulent
Fig. 8, and also shows the formation of a low velocity streak boundary layer reproduces several of the aspects of the burst-
surrounded by high velocity regions. ing phenomenon, as well as of the structure of the low veloc-

Fig. 9 shows the growth of the mean wall shear, which ity streaks. !n particular it has been shown that flat sheets
is initially faster than in the unstrained case, but levels off of streamwse vorticity near the wall roll into compact cores,

______and th-.t this process, which is a prerequisite for the appear-
anLe of strong longitudinal vortices, is fast and relatively

30 -inc, pendent of the presence of a longitudinal strain. More-
3 voe,, the roll-up mechanism is essentially two dimensional

-(;n " e y-z plane) and unrelated to the formation of hairpins
y" 20 ___-- by longitudinal tilting of the spanwise vorticity. While the

- latter process has been shown repeatedly to be important in
10 transition of wall flows into turLulence, this new mechanism

provides an alternative way for the regeneration of turbu-
0-____ lent structures once fully developed turbulent flow has been

0 0 0 40 established. This new mecha.nism also makes less surprising
the relative rarity of symmetrice! vortex pairs that has been

Fig. 8 - Contour plots of streamwise velocity corre- reported in several recent investigations of the wall region.
sponding to Fig. 7. (Aq increment = .025) On the other hand, our simulation. show that even very
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ABSTRACT early stages of its evolution and in its eventual self-

The coherent structures within the near region of the preserving state, upon the type of body generating tb-
plane turbulent wake generated by a porous body are inves- wake. Moreover, it is now generally accepted that coherent
tigated by means of hot-wire anemometry and digital data structures play a central role in the dynamics of a turbulent
analysis. The results serve to establish that the coherent flow. To be specific, these organized motions contribute,
structures in question are generally similar to those within along with the random turbulent field in which they are
the near region of the plane turbulent wake generated by a embedded, to the statistical properties of the flow (e.g.,
solid body, such as a vertical flat plate, being essentially Kiya and Matsumura, 1988; Hussain, 1986). This suggests
two-dimensional vortices, with dominant spanwise vorti- that different types of wake generator give rise to coherent
city, that occur in a quasi-periodic fashion. There are, how- structures that differ significantly in their detailed charac-
ever, fundamental differences between the coherent struc- teristics, such as, shape, size, orientation, circulation
tures within the two types of wakes. To be specific, the strength, etc., although their general effects on flow-
relative contributions of these structures to the total Rey- behaviour are similar. If such differences exist, then they
nolds stresses are definitely not the same. Moreover, the should manifest themselves in terms of the relative contri-
porous-body wake structures are more diffuse than are the butions of the organized motion and the random motion to
solid-body wake structures and, unlike the latter, do not the statistical properties of wakes produced by different
appear to be inter-connected via 'ribs'. types of bodies. As well, the detailed spectral composition

of the turbulent field is likely to depend upon the type of
NOMENCLATURE wake generator involved.
f - frequency, Hz. The present work concerns an experimental investiga-

L - length of the wake generator in the z direction, m. tion of the near region of the plane turbulent wake gen-
Su - autospectrum of the fluctuating streamwise erated by a porous body, viz., a vertical mesh-strip. The

velocity component, m2s - 1. main objective of the work is to try to establish whether or
not the "near-wake" coherent structures in a porous-body

S - autospectrum of the fluctuating lateral velocity wake differ significantly from those in a similar solid-body
component, m2s -1 . wake. To this end, certain structural features of the present

S,,v - co-spectrum of the fluctuating streamwise and flow are compared to those of the (solid-body) wake gen-
lateral velocity components, m2s- 1.  erated by a vertical flat plate, reported by Kiya and

T - time period, s. Matsumura (1988). The signal-analysis technique of theI - timep, s latter, which is based on the triple-decomposition method
- time, s. (Reynolds and Hussain,1972) is employed here to separate

U,V - stredmwise and lateral velocities in the x and y the contributions to the statistical properties of the flow due

directions respectively, m -1 . to the coherent structures and those due to the random tur-
u.v - fluctuatng sreamwise and latera! velocity compo- bulent field.

nents n -1 . EXPERIMENTAL DETAILS

x,y,z - streamwise, lateral and spanwise coordinate direc- The experiments for this investigation were performed
tions, mm. in the variable-speed low-turbulence recirculating wind

-phase angle, deg. tunnel situated in the UTME (University of Toronto,
o - spanwise vorticity, s-1 . Mechanical Engineering) Turbulence Research Laboratory.

This tunnel has a test section 4 m in length and 0.91 m by
INTRODUCTION 1.2 m in cross-section and a speed range of about 1 m/s to

Recent studies (e.g., Zucherman, 1988; Louchez, about 15 m/s. The wake was generated by means of a
Kawall and Keffer, 1987; Wygnanski, Champagne and mesh-strip with a solidity of about 60%, mounted horizon-
Marasli, 1986) have indicated that the detailed behaviour of tally at the beginning of the test section. The width (W) of
a two-dimensional turbulent wake flow, based on its meas- the wake generator was 18 mm and its length (L) was about
ured statistical properties, is strongly dependent, both in the 0.91 m, so that the aspect ratio (L/W) was about 50. A



free-stream velocity (U,) of 9.8 m/s was used, so that the
Reynolds numbe based on W was about 11,000. 001-

A Cartesian coordinate system was employed, with x
in the streamwise direction, y iii the lateral or vertical
direction and z in the spanwise direction ( parallel to the

axis of the wake-generator). The origin of the coordinate
system was taken to be in the centre of the wake-generator. O 0 ,

Two streamwise (U) velocity signals and two lateral r>

(V) velocity signals were measured simultaneously at vari-
ous positions in the flow by means of two DANTEC 450
X-wire probes, in conjunction with four DANTEC 55M
constant-temperature-anemometer systems. These signals
were low-pass filtered at 5 kHz and digitized by means of a
12-bit A/D converter attached to a PDP-1 1 computer. The
digitization rate was chosen to be 12,500 points per second
(to prevent aliasing), and the digital signals were processed r 0 ,--,,0 r

on a DEC MICRO-VAX workstation. The length of each f (Hz)
signal processed was approximately 28 seconds. Fig. 1. Lateral velocity autospectrxzn

The foui velocity signals were measured in the vertical at x/W=24 and y/W0.1.

centre-plane of the flow (z = 0) at a streamwise location
corresponding to x/W = 24. One X-wire probe was kept Each V signal measured by the fixed X-wire probe

fixed near the centre of the a.-e (y = 0) while the other was (digitally) band-pass filtered, with the centre-frequency

probe was moved laterally acro.. the wake in increments of of the filter set at of f,. The filtered V signal (v,) was used

approximately 0.1 W between y/W = -2.4 and y/W = +2.1. to condition each pair of U and V signals measured by the

(Both of these y/W locations were in the free-stream.) movable probe so that these signals could be decomposed

Streamwise velocity (u) autospectra, measured by into overall time-averaged components, U and V, coherent

means of a normal hot-wire probe. established that for x/W components, and i, associated with the organized (vorti-

locations between about 10 and about 40, a minant cal) motion and random or incoherent components, u' and

quasi-periodic motion occurred in the flow, sign..ying that v', associated with te .andom turbulent motion.

large-scale coherent (i.e., vortical) structures were present A typical v. signal is presented in Fig. 2. As can be

in the near region of the wake ( - 10 < x/W < - 40 ). More- seen, this signal has a distinct periodicity ( with a period T,

over, these spectra showed that the quasi-periodic motion = lfo ), but it is also significantly randomly-modulated.
was most pronounced at x/W = 24. Accordingly, the We note that the conditioning signal (vo) obtained by Kiya

simultaneous measurements of the two U signals and two and Matsumura (1988), in the case of a solid-body wake,
V signals were taken at the later x/W location. A typical was not randomly-modulated to any significant extent. The

lateral velocity (v) autospectrum ob-tined at x/W = 24 and implication here is that the large-scale vortical structures

y/W = 0.1 is presented in Fig. 1, where a distinct peak is within the present porous-body wake exhibit much greater

clearly evident at a frequency (fto) of about 100 Hz. This dispersion ( with respect to size, shape, orientation, circula-
frequency is analogous to the Karman vortex shedding fre- tion strength, etc.) than do those within the solie-body

quency in the case of a solid-body wake. wake examined by Kiya and Matsumura.

0.4-

0.2-

0.0

-0.2

-0.4

0.10 0.15 0.20

t (s)
Fig. 2. Band-pass-filtered lateral velocity signal.
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With the U and V signals decomposed, appropriate while the centres of the isocontours are located in the
averages, based on the overall fluctuating components u = vicinity of y/W = 0.0, and (b) the spacing between the cen-
ii+u', v = i4v' and uv, the coherent components, i, and 0, tres is essentially constant, corresponding to To/2. At this
and the incoherent components, u', v' and uv', were deter- streamwise location (x/W = 24), the present porous-body
mined. These statistics enable the contributions to the sta- wake is thus qualitatively similar to a plane solid-body
tistical properties of the flow due to the organized motion wake in the early stages of its evolution (e.g., Kya and
and those due to the random turbulent motion to be Matsumura, 1988). It should be emphasized, however, that
obtained. there is no evidence of large-scale coherent structures in

Isocontours or phase-averaged patterns of various the present flow prior to x/W = 10. In contrist, in the case
quantities were also determined and plotted in terms of of a solid-body wake, "Karman" vortices (with dominant
y/W versus the phase angle 4, which is given by 4 = 360 spanwise vorticity) o'cur almost immediately downsur:sm
tITo, where t is time and T = 1/f,. of the wake-generator, i e., by x/W = 2 (Zucherman, 1988).

The phase-averaging was accomplished as follows This difference between a solid-body wake and the present

(Kiya and Matsumura, 1988): consecutive instants tI and t2 porous-body wake stems from the fact that the coherent
= tj ± T, were determined such that the conditioning sig- structures in the litter flow are the product of the formatio'i
nal, vo, satisfied the conditions v. = 0 and dvo/dt > 0 at t , and evolution of two shear layers at the upper and lower
the r2 - tl intervals were aligned and then averaging was edges of the wake-generator (i.e., the mesh-strip) which do
performed. The number of realizations used in the phase- not roll-up until x/W = 10. Another difference between the
averaging process was approximately 2,800, a value two "wake types" is that, in the near region of the porous-
sufficiently large to enable stible phase-averaged patterns body vake (x/W < - 10), before the large-scale vortices are
to be obtained, completely formed, the central core of the flow is similar to

In addition, spectral analysis of the u and v signals was a homogeneous turbulent flow, containing tuibulent fluid
performed, which yielded u & v auto-spectra, uv co-spectra, with a relatively wide range of scales of motion; whereas,pe rfre wiyeeu& atspectra, anduv co-spectraunci tie central core of the near region of a solid-body wake
uv quadrature spectra and uv coherence functions, contains essentially unstable laminar (vortical) fluid.

RESULTS AND DISCUSSION

An isocontour plot of the phase-averaged spanwise
vorticity (o, - a=/ax - Qi /Oy), obtained with the aid of
Taylor's hypothesis, is presented in Fig. 3. It is evident 2.0
from this figure that there are large-scale coherent struc-

tures present within the porous-body wake at x/W = 24.

These structures are vortices possessing a dominant span- 1.0
wise vorticity (co,); also, they occur in a quasi-periodic
fashion, with a period T0 = lIf,, and alternately on either 0.0
side of the horizontal centre-plane of the flow,, with their >,

vorticity concentrated near this plane at approximately y/W -1.0
= ± 0.5. Isocontour plots of the phase-averaged streamwise
and lateral velocities (i and i) are presented in Fig. 4 and 5
respectively. As expected, these figures show that (a) the 2.0
centres of the u isocontours are located on either side of 270 ISO 90 0 90 .10 .270

cenre-plane of the flow in the vicinity of y/W = ± 1.0, Phase(deg.)
Fig. 4. Phase-averaged streamwise velocity

iso-contours.

9. 1.0 0
-1.0 -l.UfL1 2.

9 OW3

-2.0 In 3 "0 -2.0
270 1 W 90 0 90 .1S0 270

270 IO 90 0 90 .1so 270 Phase(deg.)
Phase(deg.) Fig. 5. Phase-averaged lateral velocity

Fig. 3. Phase-averaged vorticity iso-contours. iso-contours.
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Moreover, the fluid constituting 1Ia t. -'herent structures in 0.014

the porous-body wake is a mixtu -. of laninar fluid and (a)
fine-scale turbulent fluid, since, as the two aforementioned 0.012 0 )

laminar shear layers develop, they entrain both turbulent G
fluid from the core of the wake and potential fluid from the 0.010 o

free-stream. On the other hand, the fluid constituting the "00.0 08  .

coherent structures in a solid-body wake is, by comparison, P ,
essentially laminar fluid only. The detailed characteristics 0.006 0

of the (near-region) coherent structures within a porous- 0.004

body wake can therefore be expected to be considerably 0

different from those of the (near-region) coherent structures 0.002 0

within a solid-body wake. The results presented below 0 0

serve to establish this difference. 0.0 .0 - 0 1 2
-2.0 -1.0 0.0 1.0 2.0

Lateral (y) distributions of the streamnwise and the y/W

lateral mean-square velocities and the Reynolds shear 0.006-- I I I

stresses due to the coherent motions and the random tur- °°'00°4 "
0*****. (b)

bulent motions (Fig. 6(a) and (b), Fig. 7(a) and (b), Fig. =. 0. 004

8(a) and (b)) indicate that the relative contributions to the I *
overall statistical properties of the flow from the two types . o 0*

of motions are substantially different with respect to the -2.0 -1.0 0.0 1.0 2.0
present porous-body wake and the solid-Lody wake exam- Y/w

ined by Kiya and Matsumura (1988). To be specific, for Fig. 7. Lateral distributions of lateral

the present porous-body wake, the ratio of the maximum mean-square velocities:
of (a) due to coherent mtion,

value of i 2 (coherent) to the value of u2 (random) at the (b) due to randof riotion.

corresponding y/W location is about 0.4, whereas, for the
solid-body wake examined by Kiya and Matsumura (1988),
this ratio is about 0.2. Also, for the present wake, the ratio maximum value. (The u' and v' signals on which the spectra

of the maximum value of 2 to the value of v'2 at the in Figs. 10-12 are based were obtained via digital band-
corresponding y/W location is about 3.3, whereas, for the pass filtering of the corresponding u and v signals, with the

solid-body wake, this ratio is about 1.4. And, for the band-pass filter centred at approximately fo.) As can be

present wake, the ratio of the maximum value of iii to the seen from Fig. 9, the Fourier components that contribute to

value of u'v' at the corresponding y/W location is about 2.0,
whereas, for the solid-body wake, this ratio is about 0.2.

Further evidence of the difference between the near- 0.006

region coherent structwes within the present porous-body 0.004 (a)

wake and those within a solid-body wake is provided by 0

Figs. 9,10,11 and 12, which show the uv co-spectrum, the u' 0.002 - o

autospectrum, the V autospectrum and tIe u'v' co-spectrum "o 0.0 _--_- -- --- 00- ----------- 0-

respectively pertaining to y/W = 0.6, where the magnitude i 0

of the overall Reynolds shear stress (v) is close to its V -0.002 000*

-0.004

0.004 -0 0 6 ..... L,
(a) 2.0 -1.00 0.0 1.0 2.0

. 0.002 0 **** y/W

O 0 1* 1 0.006
-2.0 -1.0 0.0 1.0 2.0

y/W 0.004 (b)

0.008 0.002 0

0.006 000000000 (b) . o 000.
0.004 Do 0.0 .--- --- - ---

0.004 -0.002 00 o

o0.0 -0.0 04

' 0.0 0 1. 1____0___-0.006______-2.0 -1.0 0.0 1. 20
-20 -10 0.0 10 2.0 -2.0 -1.0 0. .0 2.0

Fig. 6. Lateral distributions of streamwise Fig. 8. Lateral distributions of Reynolds
nean-square velocities: shear stresses:
(a) due to coherent motion, (a) due to coherent motion,
(b) due to random motion. (b) due to random motion.
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0003.

cosetuNa /=2 aayW06
0 

-
0

Fig. 9. Strea .Fwise and lateral velocity
co-spectrum at x//W24 and y//W.0.6.

the coherent motion are confined to a relatively narrow 6 .o to f(Hz 60 ow

band of frequencies centred at to = 100 Hz. On the other Fi.1. adm (aeaHvlctyz)o~etu
hand, it is evident from Figs. 10-12 that the Fourier corn- atg 11. =2 a~no n d laerl elciy utsctu
ponents contributing to the random motion are spread over
a wide band of frequencies extending from 0 Hz to the cut-
off frequency of 5000 Hz used in the present work and that
there is no frequency centred activity below fo. In contrast,
in the case of the solid body wake examined by Kiya and
Matsumura (1988), the u'v' co-spectrum displays a distinct
frequency-centred activity in the vicinity of fo/2. As well, 0001
these authors established that the Fourier components asso-

ciated with the latter frequency make the major contribu-
tion to u'v" (the random Reynolds shear stress) and that o
there is little contribution from Fourier components associ-
ated with frequencies greater than fo. From this, they
inferred that the coherent structures within the near region
of their solid-body wake are physically inter-connected via 0 -, - --

'ribs' which are themselves organized structures arranged f,(Hz)
in the spanwise direction, with dominant vorticity perpen- Fig. 12. Random streawuise and lateral velocity
dicular to the dominant spanwise vorticity of the main co-spectrUrn at x/W=24 and y/W=0.6.
structures. The present results serve to show that there are
no dominant Fourier components contributing to uv' in the
case of the porous-body wake. Thus, it can be concluded
that the near-region coherent structures of this flow are not
inter-connected via 'ribs'.
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ABSTRACT The stochastic estimation devised by Adrian (1975,
The quasi-coherent turbulence structures have been 1978) is advantageous for obtaining averaged features of the

studied using an experimental data base of a fully-developed turbulence structures. Unlike the conditional sampling
two-dimensional turbulent channel flow. The data base was techniques such as the four-quadrant and VITA analyses, this
obtained by Nishino & Kasagi (1989) using the three- technique is based on unconditional statistics, i.e., correlation
dimensional particle tracking velocimeter (3-D PTV). The functions of fluctuating quantities of interest. This property
stochastic estimation proposed by Adrian (1975) is used to makes the technique very attractive in providing well-
approximate the flow patterns that most contribute to the converged results from relatively small number of data. In
Reynolds stress generation. The two flow patterns being addition, direct linkage between the estimated flow patterns and
estimated reveal the streamwise vortical structures, which are the correlation functions allows objective interpretation of the
respectively associated with the ejection and the sweep. They role of the turbulence structures. Despite these advantages,
are inclined to the wall at 10' with spanwise and streamwise however, it has rarely been applied to the experimental data of
extent of about 50v/u, and 300v/u,, respectively. Analysis of turbulent shear flows; a few exceptions are studies by Adrian et
vorticity fields reveals that typical hairpin-like vortex lines are al. (1987a), Guezennec and Choi (1988) and Guezennec (1989).
seldom created near the wall. Based on these results, a This is because it requires full information on the two-point
conceptual model of the vortical structures is proposed. correlation functions which are hard to measure with the

conventional velocimeters. Hence, the stochastic estimation has
NOMENCLATURE mostly been applied to the analysis of the DNS data base, e.g.,
H channel width Adrian et al. (1987b), Moin et al. (1987) and Adrian & Moin
L, estimation coefficients (1988). These studies have revealed in detail important
, I length scales in the x- and z- directions characteristics of the turbulence structures, most of which,

P(4,, 0) joint probability density function of 4 and 0 however, have not been confirmed experimentally. One of the
Re, Reynolds number w uH/v objectives of the present study is to provide an experimental
Re, Reynolds number w uHi/2v evidence that can be compared with those DNS results.
R, R-, R._ . Two-point correlation functions The authors have developed a three-dimensional particle
u', v, w' velocity fluctuations in the x-, y- and z- tracking velocimeter (3-D PTV) that can measure an

directions instantaneous distribution of all the three velocity components
u center-line velocity in a measuring volume. Details on this technique can be found
u, friction velocity in Nishino et al. (1989), Sata et al. (1989) and Kasagi &
x, y, z streamwise, wall-normal and spanwise Nishino (1990). Using this velocimeter, Nishino & Kasagi

directions (1989) measured a fully-devloped two-dimensional turbulent
v kinematic viscosity channel flow; the flow conditions are compiled in Table 1.

mean vorticity in the z-direction The measuring volume was 40x40x40 mm3 (200x200x200
(o', w', aw,' vorticity fluctuations in the x-, y- and z- v3/u,3), which covers the region from the wall to the channel

directions center. An average of 140 instantaneous vectors were
4, 0 angles of velocity vector simultaneously measured at random positions in the measuring
( ),. :root-mean-square value volume, and a total of 32,000 3-D vector distributions were
( ) :conditionally averaged value obtained. The data base was qualified in Nishino & Kasagi
< > ensemble-averaged value (1989) through detailed comparison with the previous

experimental and DNS data. In the present study, this data base
INTRODUCTION was further analyzed to investigate the quasi-coherent

The quasi-coherent structures in turbulent wall shear turbulence structures.
flows have been studied by many researchers over the past three
decades, and various types of the structures have been reported Table 1. Basic Flow Conditions
(see, e.g., Kline and Robinson, 1990). Using the direct
numerical simulation (DNS) data base, Robinson et al. (1990)
extensively studied interrelation among various instantaneous
turbulence structures perceived in a simulated turbulent H = 80 mm, v z 0.831x10 6 m2/s, u = 78.0 min/s,
boundary layer. Since those structures show very large
variation in their size and strength between realizations, u, = 4.27 mm/s, Re, 7510, Re, 205.
ensemble averaging is necessary to capture their common and
universal characteristics that are essential to the better
understanding of their role on the turbulence mechanism.
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LINEAR STOCHASTIC ESTIMATION Nishino & Kasagi (1989) are used to solve Eq. (3) for LI.(x,r).
The linear stochastic estimation is briefly described The velocity conditions (u'(x), v'(x), w'(x)) are

below; readers should refer to Adrian (1975, 1978) for full determined by taking r tage of linearity of the linear
information. This technique approximates a conditionally stochastic estimation. Ab described by Moin et al. (1987), the
averaged velocity field, O',(x+r), as a linear combination of estimated velocity field does not alter its pattern with the
given conditions, u'(x), as follows: proportional changes in the intensity of the velocity conditions.

For example, the conditions of (u'(x), v'(x), w'(x)) and (ku'(x),
i',(x+r) = L,(x,r)u'(x), i = 1, 2, 3, (1) kv'(x), kw'(x)) produce exactly the same flow patterns with

difference only in their strength by a factor of k. The
where repeated subscripts are summed. As the velocity proportional change preserves the direction of the velocity
conditions, the present analysis uses three fluctuating velocity vector, thus a joint probability density function (PDF) of three-
components at a prescribed position in the flow field, i.e., (u', dimensional velocity angles is investigated as below.
v', w') at y'=14.5. L,,(x,r) are determined so that the mean The two velocity angles, 0 and 0, are defined as shown
square error between the estimated velocity field and the in Fig. 2. With this definition, each quadrant of the 4-0 plane,
instantaneous realization is minimized, shown in Fig. 3, corresponds to that of the u'-v' plane used in

the four-quadrant analysis. In both cases, the first to fourth
< {',(x+r) - Lt(x,r)u,(x)} 2 > = minimum. (2) quadrants respectively represent the outward interaction, the

This equation is formally solved for L,(x,r) as follows:

L'(x,r) = <u',(x)u'(x)>-'<u',(x+r)u'k(x)>, (3)

where <u'(x)u'k(x)> are the one-point, second-order
correlations and <u',(x+r)u'k(x)> are the two-point, second- 0
order spatial correlation functions. It is obvious that O',(x+r) U
represents the most probable velocity field in a sense of the
least square error under the given conditions. This feature of tP
the estimation is exploited in order to approximate flow patterns 1wi
that most contribute to the Reynolds stress generation.

Full components of the two-point, second- order spatial Figure 2. Definition of two vector angles, 4 and 0.
correlation functions are calculated from the data base in the . .
region of -150sxs 150, 0y's150 and -150<z':5150. Examples 3t2 (a)
of the streamwise and spanwise correlation coefficients are
shown in Fig. 1. These results are in reasonable agreement
with the DNS data reported by Kuroda (1990, Re,=150); some
scatter is due to an insufficient sample size. These correlation
functions and the one-point correlations previously reported in 0 . .

=o' 0-P.1
0 0.0

00
I. o

040. 0 n 2 , .. .. . .....
-. oo 0 (b )

0 50 100 A X+ 150 • oz 0

(A 0 o 0 ,. .""P"
,,O2> ........................................... , ...-.-. -,-

1.0 0 _ Kurodo (1990, y+=12.7) .

\0 0 0 Present (y* 14 5) .

0. \ . II .I

Fiue3. Contour maps at y*=14.5: (a) PDF of three-
Figure 1. Streamwise and spanwise correlation coefficients dimensional vector angles, P(0, 0), (b) probability weighted
calculated from the 3-D PTV data basc. Reynolds shear stress, -u'v'P(% 0).
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ejection, inward interaction and the sweep. The joint PDF of 4 component has a negligible influence on the Reynolds stress
and 0, P(4, 0), is defined as follows; generation. Moin et al. (1987) used the velocity conditions

determined from the probability-weighted joint PDF of u' and
Pr{<'.,4+do, 0<E)0+d0}=P(4, 0)sin0dd0. (4) v, i.e., -u'v'P(u',v'), by assuming w'=0. The present result

supports their assumption and is consistent with their values: for
The contour map of P(4, 0) at y =14.5 is shown in Fig. 4(a). the ejection and the sweep, 0=4.8' and -4.5" at y'=12.06, and
With this PDF, the probability-weighted Reynolds stress, 8.40 and -7.3 ° at y'=19.22 in their analysis. The velocity
-u'v'P(4, 0), is calculated: its contour map is given in Fig. 3(b). conditions corresponding to these peaks are given in the present
It exhibits two sharp peaks in the second (ejection) and the stochastic estimation. As for the intensity of the conditions, the
fourth (sweep) quadrants; the dominant Reynolds stress rms value of u' at y*=14.5, i.e., 2.7u,, is used as a representative
generation occurs in these particular vector directions The velocity scale. Thus, the velocity conditions are given as
peak locations are (4, 0)=(-90°,7*) for the ejection and follows;
(90', -9 °) for the sweep with uncertainty of ±2'. Both peaks ejection conditions: u'*=-2.7, v'*= 0.33, w"= 0,
locate at 141=90 °, indicating that the spawise velocity sweep conditions: u'= 2.7, v'=-0.43, w= 0.

ur EJECTION RESULTS AND DISCUSSION
(a) x+= 10 Figure 4 shows the velocity field estimated under the

(a) : ::ejection conditions given at (x . y*, z*)= (0, 14.5, 0). A pair of
counter-rotating streamwise vortical structures, between which
intense ejection of low-speed fluid is observed, are clearly

S- -. recognized in Fig. 4(a). This flow pattern is highly similar to
i "l . that of Moin ct al. (1987). Since the given conditions are those

____•____.- ________.. ___-_.__•. __. _ j having the highest value of -u'v'P(0, 0), the vortical structures
shown here most contribute to the generation of the Reynolds

x+=-50 shear stress. It is noted that their spanwise symmetry has
unavoidably arisen from statistical averaging; some caution is• : i i, , iiii i i !: 'therefore needed when they are compared to an instantaneous

flow pattern. The vortical structures are inclined to the wall at
a shallow angle of about 10', and their centers are located at

• ,,• : , ., t : "i •y*-30 in the plane of x*=2.5. The spanwise separation of the
--centers is roughly 50v/u,, which is consistent with the sublayer

streak spacing (X=100). To the contrary, their streamwise

x'=+2 5- length seems to be much smaller than that of the streaks; the
vortical motions considerably attenuate even at x*=-,10 while
the streaks frequently extend over 10OOv/u, as reported by

:Z. .. Iritani et. al. (1985). As shown in Fig. 4(a), the diameter of the
vortical structures slightly increases as going downstream.
Figures. 4(b) and 4(c) show that the low speed region spreads

-uv contour -= 5- 10

-100 50 M (z)y+=14

* ... . .. . .. .. 0

=: , - -€50 .. z

• " ~x+=+110 ,",..,

Figur 4. , Veoct field simated,.. fo•h. jcto0

y'=1=154
g8i -: 3

" === ..... : 50.

-100 -50 0 50 z+  100. . . .. .

Figure 4. Velocity field estimated for the ejection 100

conditions: (a) cross-flow plane at several streamwise locations
(looking downstream), (b) x-y plane at z=2, (c) x-z plane at "-100 -5 0 0 5 0 .+ 100
y'= 14.5.
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from the wall to the outer layer (y -100) and is elongated in the given at two separate positions. The reconstructed flow pattern
streamwise direction. demonstrate the existence of two pairs of vortical structures

The velocity field estimated under the sweep conditions aligning in the streamwise direction and interacting with each
is shown in Fig. 5. A pair of streamwise vortical structures are other. This result is consistent with the previous study of Kim
reconstructed again as the second representative flow pattern (1985), who revealed that a rair of ejection-associated vortices
responsible for the Reynolds stress generation. Between them, are followed from upstream by a pair of sweep-associated ones.
wallward impingement of high-speed fluid is observed. Except Judging from these and present evidence, it is concluded that
for the direction of rotation, their structural features are similar the ISL is a result of the interaction of the two (pairs of)
to those estimated for the ejection condition. vortical structures such as those shown in Figs. 4 and 5.

It is worth emphasizing that Figs. 4(b) and 5(b) do not Relationship between the vortical structures and the
show the internal shear layer (ISL) that is detected by the VITA vorticity fields is investigated. To do this, the estimated
and VISA techniques (see, e.g., Johansson et. al., 1987, 1988). velocity fields were smoothly interpolated using 5th-order B-
Using thp, stochastic estimation, Adrian et al. (1987b) spline functions, then spatial derivatives of velocity fluctuations,
approximated the ISL by specifying two sets of the conditions Ou'/ax, are calculated. It is verified that the spline functions

capture the velocity field reasonably well and they can resolve
SSWEEP primary vorticity fields associated with the large vorticalSW10P motions. Figures 6 and 7 respectively show vortex lines of the

where 0, is calculated from the slope of the mean velocity
distribution and each vortex line starts at (y+, z)=(20, 100).

,- The vortex lines are elongated almost straight in the spanwise

S.,direction with negligible deformation; it reflects the fact that Q,
* . j i iis much larger than o1' and m, calculated here.

Since the deformation is affected by the ratio of w,' and

Sx+_50 Q, the intensity of a)' for the ejection vortices is tentatively
raised by a factor of four. Note that this increase is equivalent
to giving the four times stronger conditions to the estimation of

. ,the velocity field, thus approximating very strong vortical
Z ' motions. In Fig. 8, hairpin-like vortex lines can be recognized
. while the deformation is still insufficient so as to create the

S" . -  "typical hairpin shape. The distortion is caused by the outward
_ _ ._"__-___-_-_-"_,___,__-_--_•or inward fluid movement associated with the vortical motions.

___________ = . '' This result clearly demonstrates that the typical hairpin-like
• -+2 .deformation reported in the literature seldom occurs to the

vortex lines originating in the near wall region. The hairpin-
like deformation of the vortex lines do not necessarily mean the

.... ,hairpin vortices, rather it can be created by the streamwise
" " ". , .vortical structures shown in Figs 4 and 5. For comparison, the
, , 1 ,vortex lines starting at (y , z )=(50, 100) are represented in Fig.

100.~ z-2'' '

-u'v'contour , - x+=2 5 ___(b) z+= 2

5050 (c)

(C) Y+=1 4

-100

-50 -

1.0 . .. .. . .x+ +110 .. - .. ... .. ..,

50 -

-100 -50 0 50 z+ 100 50. .. . . .. . . .

Figure 5. Velocity field estimated for the sweep conditions:
(a) cross-flow plane at several streamwise positions (looking
downstream), (b) x-y plane at z=2, (c) x-z plane at y'=14.5. -100 50 50 x+  160
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9; the typical hairpin-like vortex lines are formed.
The above discussion leads to a question on the 4100 sieview 0fol ,fow OWd view Oooking dowmVream)

hypothesis that the streamwise vortical structures originate from
the roll-up of the spanwise vorticity at the wall For reference,
the rms values of w,' for the ejection vortices are calculated by
taking an average over -100sx;100 and -100szs:100at each /
distance from the wall. They are shown in Fig. 10 along with -100 -100 2. +10

the DNS data of Kuroda (1990). The present values are
considerably lower than the DNS data as expected from the
common feature of turbulence that major vorticity fluctuations
is accompanied with the small scale motions; however general
similarities in the profiles suggest that analogous streamwise
vortical structures with smaller scale are the major contributor
to the vorticity fluctuations. It is noted that multiplication of W,'
by a factor of four would increase the present values to those
comparable to the DNS data. These results demonstrate that the -l0 pion view . 4100

streamwise vortical structures cannot be captured solely by an
analysis based on the vortex lines. Figure 8. Vortex lines for the ejection conditions: vorticity

Finally, a conceptual model of the streamwise vortical fluctuations are multiplied by a factor of 4 and lines start at
structures are presented in Fig. 11 along with the topological (y", z+)=(20, 100).
relation with the vortex lines. A separate study of Nishino
(1989) shows that these vortical structures move straight sideview - mveonflow end iew(looking downstreom)
downstream with a convention velocity of 10-13u,. General 4 (// }
features of the present model are similar to those presented by
Nagib & Guezennec (1986) whereas there is a notable Y'6
difference; i.e., their model has much larger streamwise and
spanwise extent (1,-1300v/u,, l,*-500v/u than the present one 0

(1. - 3 0 v u . 1. - 5 v A ).-100 . .. .. Z. 0

In a simulated turbulent boundary layer, Robinson et al.
(1990) reported the existence of hook-shaped vortical structures
which consist of 'head', 'neck' and 'leg' identified as low 2.
pressure regions. They also reported that the instantaneous flow
fields frequently exhibit simultaneous occurrence of both

+100 sideview M wanflow end view (looking dwnstreom)

I-100 plon view e 4200I Figure 9. Vortex lines for the ejection conditions: vorticity
p ' / / / / fluctuations are multiplied by a factor of 4 and lines start at

-® -0 -0o . +10 (W, z)=(50, 100).

Present

10.10 wi o y ( O Wi

t -

+IDIoOL~ ; ,3 Ioo
-100 plon view 40

Figure 6. Vortex lines for the ejection conditions: lines 005
start at (y+, z)=(20, 100).

+,o 'sIdeview r mean flow edvi ew(lookingdownstreom) " - -. '

III'0

Kurodo(1990, ReT=150)
0 0.4 w x ly Wz

10 7.100 ,. 4100 ........

2 0.2 i.

"100® pi' A i e 4100 0 20 40 60 + 80 100

Figure 7. Vortex lines for the sweep conditions: lines start
at (y*, z)=(20, 100). Figure 10. The rms values of vorticity fluctuations.

28-3-5



ejection and sweep, suggesting that a single vortical structure, ACKNOWLEDGEMENT
probably 'leg', is responsible for both of them. These results are The authors are grateful to Professor M. Hirata for his
not confirmed by the present study which shows that (1) neither cooperation during the course of this work. The first author

'head' nor 'neck' is found, and (2) the ejection and the sweep are (KN) acknowledges Professor K. Torii for his valuable
respectively generated by the two vortical motions as shown in cooperation to this work. The financial supports through the
Figs. 4 and 5. It is noted that separate estimation of Nishino Grant-in Aids for General Scientific Research (No. 61460103)
(1989) under the conditions given further away from the wall, and for Encouragement of Young Scientists (No. 62790196) by
y =61 and 102, provide results very consistent with the present the Ministry of Education, Science and Culture are
ones, thus the disagreement cannot be accounted for by the ackn
influence of the distance from the wall. Contrary t e a 3wledged.

findings of Robinson et al., the recent analysis of a DNS data REFERENCES
base of a turbulent channel flow revealed rather infrequent Adrian, R. J., 1975, On the Role of Conditional Averages in Turbulence
occurrence of the hook-shaped vortical structures in the Theory, Turbulence in Liquids, ed. J. L Akin and G. K. Paterson, Science
instantaneous flow fields (Tomita et al., 1991). As manifested Press, Princeton, pp. 323-332.

Adrian, R. J., 1978, Structural Information Obtained from Analysis Using
by this conflict, objective and statistical analysis on the Conditional Vector Events: A Potential Tool for the Study of Coherent
instantaneous turbulence structures concerning frequency of Structurm, Coherent Structure of Turbulent Boundary Layers, ed. C. R.
their occurrence, size and strength, and contribution to the Smith and D. E. Abbott, AFOSR/Lehigh, pp. 416-421.
turbulence mechanism is quite important to clarify the above KAdrian, R. J., Chung, M. IC, Hassan, Y., Jones, B. G., Nithianandan, C.

K. and Tung, A. T. C., 1987a, Experimental Study of Stochastic Estimation
discrepancies. Although some details might be smoothed out by of Turbulent Conditional Averages, Proc. 6h Symp. Turbulent Shear Flow,
the averaging procedure, the present model, being based on the Toulouse, p. 6.1.1.

Adrian, R. 3., Moin, P. and Moser, R. D., 1987b, Stochastic Estimationinonditional statistics, nhould reflect essential features of the of Conditional Eddies in Turbulent Channel Flow, Proc. Summer Program
Reynolds stress generating structures in the turbulent channel 1987, Center for Turbulence Research, NASA/Stanford, pp. 7-19.
flow. Adrian, R. J. and Moin, P., 1988, Stochastic Estimation of Organized

Turbulent Structure: Homogeneous Shear Flow,J. Fluid Mech., Vol. 190, pp.
531-559.

CONCLUSIONS Guezennec, Y. G. and Choi, W. C., 1990, Stochastic Estimation of
The quasi-coherent turbulence structures have been Coherent Structures in Turbulent Boundary Layers, Near-Wall Turbulence,

investigated using an experimental velocity data base of a fully- Proc. 1988 Z Zarie Men Conf, ed. S. J. Kline and N. H. Afgan, pp. 453-
468.

developed two-dimensional turbulent channel flow. The flow Guezennec, Y. G., 1989, Stochastic Estimation of Coherent Structures in
pattern that most contribute to the generation of the Reynolds Turbulent Boundary Layers, Phys. Fluids A, Vol. 1, No. 6, pp. 1054-1060.

shear stress are approximated by the linear stochastic e.:timation. Iritani, Y., Kasagi, N., and Hirata, M., 1985, Heat Transfer Mechanism
and Associated Turbulence Structure in the Near-Wall Region ofaTurbulentTwo pairs of Cie streamwis vortical structures arc shown to Boundary Layer, Turbulent Shear Flow 4, ed. L . S. Bradbury et al.,

exist, each of which is respectively associated with the ejection Springer-Verlag, Berlin, pp. 223-234.
and the sweep. Their structural features as well as their Johansson, A. V., Alfredsson, P. H. and Eckelmann, H., 1987, On the

with the streaks and the internal shear layer are Evolution of Shear-Layer Structures in Near-Wall Turbulence, Advances in
relationship wr Turbulence, ed. G. Comte-Bellot and J. Mathieu, Springer-Verlag, Berlin,
examined. Detailed analysis of the vorticity fields has revealed pp. 383-390.
that the typical hairpin-like deformation of the vortex lines Johansson, A. V., Alfredsson, P. H. and Kim, J., 1990, Velocity and
seldom occurs in the near wall region, and that the hairpin-like Pressure Fields Associated with Near-Wall Turbulence Structures, Near-

Wall Turbulence, Proc. 1988 7 Zarl Men. Conf., ed. S. 1. Kline and N. H.vortex lines do not necessarily mean the hairpin vortex, rather Afgan, pp. 453-468.
they are created by the streamwise vortical structure. Based on Kasagi, N. and Nishino, K., 1990, Probing Turbulence with Three-
these findings, a conceptual model of the streamwise vortical Dimensional Particle Tracking Velocimetry, Proc. Int. Symp. Engineering

and its characteristics are discussed in Turbulence Modelling and Measurements, Dubrovnik, pp. 299-314, also tostructures is proposed anappear in Exp. Therm. & Fluid Sci., 1991.
conjunction with the previous findings. Kim, J., 1985, Turbulence Structures Associated with the Bursting Event,

Phys. Fluids, Vol. 28, No. 1, pp. 52-58.
Kline, S. J. and Robinson, S. K., 1990, Quasi-Coherent Structures in the

Turbulent Boundary Layer: Part I, Status Report on a Community-Wide
Summary of the Data, Near-Wall Turbulence, Proc. 1988 7 Zarid Men
Conf, ed. S. J. Kline and N. H. Afgan, pp. 200-217.

Kuroda, A., 1990, Direct Numerical Simulation of Couette-Poiseuille
Turbulent Flows, (in Japanese), Dr. Eng. Thesis. Department of Mechanical
Engineering, The University of Tokyo.

Moin, P., Adrian, R. J. and Kim, J., 1987, Stochastic Estimation of
,, . < Organized Structures in Turbulent Channel Flow, Proc. 6th Symp. Turbulent

./.. Shear Flows, Toulouse, p. 16.9.1.
/ Nagib, H. M. and Guezennec, Y. G., 1986, On tre Structure of Turbulent

(SO . Boundary Layers, Proc. 10th Symp. on Turbulence, p. 1.1.
/ !t;.. ' Nishino, K., Kasag , N. and Hirata, M., 1989,Three-Dimensional Particle

Tracking Velocimetry Based on Automated Digital Image Processing, Trans.
. A . .;-/ ,f-- ASME, J. Fluids Eng., Vol. 111, No. 4, pp. 384-391.

,:..., ° /Nishino, K. and Kasagi, N., 1989, Turbulence Statistics Measurement in
" • a Two-Dimensional Channel Flow Using a Three-Dimensional Particle

Tracking Velocimeter, Proc. 7th Symp. Arbulent Shear Flows Stanford, p.
22.1.1.

ejectIon Nishino, K, 1989, Study on the Ouasi-Coherent Structures of Wall
set___ Turbulence Using a Thrce-Dimensional Particle Tracking Velocimeter, (in

Japanese), Dr. Eng. Thesis, Dept. Mechanical Eng., The University of Tokyo.
.Robinson, S. K., Kline, S. J. and Spalart, P. R., 1990, Quasi-Coherent

Structures in the Turbulent Boundary Layer: Part It, Verification and New
Information from a Numerically Simulated Flat-Plate Layer, Near-Wall
Turbulence Proc. 1988 Z Zarie Me. Conf, ed. S. J. Kline and N. H.
Afgan, pp. 218-247.

Sata, Y., Nishino, K and Kasagi, N., 1989, Whole Field Measurement of
Turbulent Fows Using a Three-Dimensional
Particle Tracking Velocrimeter, Flaw Visuallmiton V (Proc. Sth Int. SymA on

Flow Vsuallzaton), Prague, pp. 248-253.Figure 11. A conceptual model of the streamwise vortical Tomita, Y., Kagi, N. and Kuroda, A., 1991, Heat Transfer Mechanism
structures. A,.,cated with the Quati-Coherent Structures in Wall Turbulence, Proc.

26h National Heat Tranfer Smp. of Japan, FukuoiM pp, 4.,

28.-3-6



EIGiiTII SYNIMPOSIUM ON
TURBULENT SIll-,Ar FLOWS 28-4
Technitcal University of Munich
September 9-1 I 1991

AUTOPATIC RECONSTRUCTION OF DYNAMICAL SYSTEM EQUATIONS

FROM NUMERICAL SCALAR TIME SERIES

G. Gouesbet

Laboratoire d'Energdtique des Systbmes et Proc~ds,

I.N.S.A. de Rouen, U.R.A, C.N.R.S. 230

BP 08, 76131 MONT SAINT AIGNAN Cddex

FRANCE

ABSTRACTreconstructed
Vector fields of continuous dynamical systems, constant exact value nstued

or at least of equivalent systems, can be -_ _ ue_
reconstructed from numerical scalar time series. A bO (R-1) - 720 719. 999 131 704
Methods have been previously exemplified for the 6 1 - 11 10. 999 984 392
Rbssler equations. This paper is devoted to the case
of the Lorenz system. C -b (U 1) - 29.(3) - 29. 333 174 525
1 - INTRODUCTION 0 -(b U 1) x -13.(6) 13. 666 652 039

Applied scientists are increasingly interested
by dissipative nonlinear dynamical systems. Oie of E 1 0. 999 997 892
the good news is that some complex phenomena F -a - -10 9. 999 985 331
produced by partial derivative equations (like
Navier-Stokes equations) may be in some cases G -1 - I. 000 002 238
understood in low-dimensional phase spaces as the
consequence of deterministic chaos. Furthermore, Table I Exact and Reconstructed values of
metric and dynamical invariants characterizing the
(possibly strange) attractors underlying the process Reconstruction Constants.

may be recovered by analyzing time records of a
single experimental scalar variable (an example is x - x, Y = o(y-x) (8)
provided in Ref I in which more than 60 pioneering Z = t[(R+o)x-(a+l)y-xz] (9)
referencys are quoted). However, in agreement with and the Inverse Standard Transformation (IST)
Casdagli , we may feel disappointed and must remark x - x, y - x + Y/a (10)
that the calculated invariants are of limited z - (R-1) - [(o+1)Y+Z]/(ox) (11)
practical interest. For instance, after having We note that there exists a set ]x x=O of
obtained a generalized (fractal) dimension spectrum, f J
the question becomes , what is to be done now ? Lebesgue measure 0 for which the IST is not
Actually, the applied scientist might be most
interested if, beside the evaluation of invariants, invertible (Rel 11) and for which the Z-component of
the available numerical scalar time series would the vector field (Rel 7) is seewingly singular. We
automatically allow for the construction of may actually show that there exists a limit of Z
phenomenological models, i.e. for the reconstruction when x -) x (we state that (7) is only
of vector fields. Refs 3-4 addresspd this issue in c
the exemplifying simple case of Rossler equations. pseudo-singular) but that, due to the lack of
Our final motivation is the study of noisy invertibility, Z(x,Y,Z) cannot be expressed for x -
experimental systems. Next item or our agenda was to x
carry out a similar study for another paradigm, the c
Lorenz system, to which this paper is devoted. The vector field reconstruction will later
II - FORMULATION AND CLASSIFICATIOq OF EQUIVALENT become a fitting problem leading to the numerical
VECTOR FIELDS evaluations of constants A,...,G. Standard systems

11.1 - THE ORIGINAL SYSTE jOS) with reconstruction constants A,...,G being given
The OS is the Lorenz system reading their reconstructed values are called Stardard

Reconstructed Systems (SRS).
x - O(y-x) (1) 11.3 - INVERSE STANDARD RECONSTRUCTED SYSTEMS
y - Rx-y-xz (2) (ISRS)

ISRS's can be studied only when the OS is
z - -bz+xy (3) known. They are defined and obtained by starting

with o-10, R-28, b-8/3 for which the asymptotic from SRS's, using the DST to recover original
motion settles down on to a chaotic attractor . coordinates (x,y,z) and reporting all numerical

11.2 - STANDARD SYSTEMS An TRANSFORMATIONS errors associated with reconstructions on the first
OS with coordinates (x,y,z) may be given a component of the vector field, i.e. Rels (2), (3)

standard form with coordinates (x,Y,Z) : are satisfied by ISRS's. The ISRS associated with

x - Y (4) the SRS of Rel (7) is found to be given by

-Z (5) x + -jaZB-Ea)(x-y) - Eo (y-x) (y+xz)

Z - F(x,Y,Z) (6) xo(r+o-z)'
From (1)-(3), the standard function F may be -. U(C-Do+ERa)x (y-x) + Ax2 + a(l+a+D) (Rx2 -Xy-x 2z)

written : 3 Y
Z -Ax+CY+DZ+Fx3+Gx Y+1[BY+EZ ] (7) - bxx2z + (F-Go)x' + a(G+I)x3  (12)

When constants A,...,G are given their exact y}
values (Table I), we obtain the so-called Standard Rel (12) exhibits a set of singularity of
Exact System (SES). We then define the Direct Lebesgue measure 0. However, when the reconstruction

Standard Transformation (DST) : constants A,...,G are given their exact values.
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ISRS's become an Inverse Standard Exact System Ex -2 1

(ISES) which simply identifies with the OS owning no I -A -EFx, + EGx [+ - ED+B
singularity. Therefore, for a high quality E E
reconstruction, the amount of parasitic singularity @ + B
is very small. + x -0+ EC - - (ED+B) + (F-I) (21)

11.4 - I EFBS NON STANDARD SYST.EMS SS E x E

The interest of using ISRS's when the OS is
known is to provide direct convincing validations of 2

the reconstruction techniques because comparisons @ - EA + EFx + EGx(0+0) + t (ED+B)
can be carried out against the OS itself. When the E
OS is unknown, ISRS's cannot be used. However, + +0 fEC - (ED+B) + (E-1) 4 (22)
starting from standard systems with coordinates xL E
(x,Y,Z), we may introduce Inverse Non Standard
Systems (INSS) with coordinates (x',y',z') #
(x,y,z). When the OS is known, SES's become Inverse With exact values of the reconstruction
Non Standard Exact Systems (INSES). When it is constants, this INSRS becomes the following INSES

unknown, SRS's become Inverse Non Standard x = 0 + 0 (23)
Reconstructed Systems (INSRS). The number of INSS's
being infinite, choices must be motivated. Here, the 0 = -bu(R-1)+x(¢+ax)+(O+O)(x-a-l)+bo (24)
motivation comes from the fact that there is some
disadvantage with standard systems because 0 = ba(R-1)-x(0+0+ax)-b0 (25)
singularities will in practice require a special
so-called intervention procedure to integrate the
differential equations (Section 111-2). We then 11.5 - SQUEEZED SYSTEMS
decide to examine INSS's in which such terms would After integration, we find that standard
disappear or at least would become small enough to systems lead to attractors exhibiting a great
avoid the need of any special integration procedure. disparity of coordinate scales (Ax = 40, AY = 300,
A formal algorithm has been designed in Ref 4 to AZ = 6000). Although the disparity is less
achieve this aim. Main steps are recalled below and significant for INSS's, it still exists (Ax = 40, A0
are applied to the SRS of Rel (7). = AO - 500). These disparities lead to

In Rel (7), the bracket term [BY+EZ] of the underestimation difficulties when evaluating
pseudo-singular term must be linear, which is here generalized dimensions spectra (Section IV). These
indeed the case. Our INSS's will use coordinates difficulties are solved or at least considerably
(x,0,0). Variable 0 is defined from the reduced by coordinate rescaling. We then introduce
pseudo-singular term as squeezed SFS's (SSES) and squeezed SRS's (SSRS) with

coordinates (x,A,A) by squeezing bES's and SRS's
B+EZ + K' (13) respectively, according to
Kx A = Y/6.5, A = Z/150 (26)

introducing two free constants K and K'. Also, for Similarly, we introduce squeezed INSES (SINSES)

the sake of simplicity, we may decide that x = Y is and squeezed INSRS (SINSRS) with coordinates (x,x,r)
given by a linear equation : by squeezing the INSES and the INSRS respectively,

x = Y = Kx + K + K@ (14) according to :
0 -/8, r = 0/13 (27)

After some algebraic manipulations, preferably
with the aid of symbolic computations, we may then III - RECONSTRUCTION AND OUALITATIVE VALIDATIONS
establish a class of INSS's taking the form I: III. - RECONSTRUCTION TECHNIQUE AND CONSTANTS

All dynamical systems in this paper are
x = F1 (x,OO,K.,K,,K¢) (15) integrated by using a fourth-order Runge-Kutta

algorithm with a time step St (except standard
- 2 (x,O,O,K,K',K,,K,,K,(R)) (16) systems which will require two different time steps

St and St'). In particular, integrating the OS, we
F 3 15) ,K withK0 (R)) (17) obtain a time series fxil which is assumed to be all

in which (15) identifies with (14), and (16), (17)iJ
are not given for the sake of conciseness. In these our knowledge concerning the system and which is
relations, (R) designates the set of reconstruction treated as an experimental numerical scalar time
constants. Relations (16), (17) still contain a set series. By usipg an accurate enough finite
of singularities of Lebesgue measure 0. However, difference scheme we may determine vectorial timewhen the reconstruction constants (R) are given
their exact values, INSS's become INSES's in which series xi,,ZZi from scalar time series

all singularities disappear. Therefore, for high We are then left with a function fitting problem to

quality reconstructions, we obtain a class of determine the standard function F of Rel (6), We
INSRS's in which the parasitic amount of singularity used theme e procedure than in Ref 3, starting with
is small enougn to avoid any special procedure a ratio of polynomial expansions, identifying on
during the integration process. Therefore, our aim objective grounds the constants which are equal to 0
is fulfilled.

Among the INSES's, the OS is recovered with : in these expansions and, dismissing these constants,
K = -a, K' - R-1, K - -0 (18) we obtain F under the form of Rel (7). This relation

0,K- , 0 (18 may be rewritten as:
As an example, a particular attention will be Ax2+BY2+cxY+DxZ+EYZ+Fx4+Gx3Y _ XZ (28)

paid to the INSRS defined by the following free
constant values : containing 7 constants. When 7 quadruplets

K - K' = 0 (9) {xY 1,ZZ,} are sampled, we obtain a linear set of
K x- K I f 19Js I 0 1 equatiors to be solved to evaluate the

This INSRS is then found to be reconstruction constants. For the sake of accuracy.
it is actually better to solve N sets and to carry

out averages. The procedure is again the same is in
Ref 3, Including the use of a discrimination scheme.
The research of the best resuILs (in the sense
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defined in Ref 3) is carried out by optimizing over
the number of quadruplets sampled by pseudo-period
To = 0.73, the Runge-Kutta time step St and the
number of sets N . The final reconstructed values of

the reconstruction constants are given in Table I.
111.2 - QUALITATIVE VALIDATIONS
They rely on visual comparisons between

graphical displays of exact and reconstructed
attractors. Ail graphical displays presented in this
section correspond to an integration of the 2systems
during 100 pseudo-periods TO with about 10 points

sampled per To, and a single integration time step Y

St = 10. (except when stated otherwise for standard
systems), with initial conditions taken on the
attractors after transient killing.,

Fig I shows the OS in which we recognize the
celebrated Lorenz butterfly. The ISRS (becoming an
ISES identifying with the OS for perfect
reconstruction) with the x of Rel (12) and
reconstruction constant values taken from Table I,
is shown in Fig 2. The comparison between Figs l and
2 is very good indeed.

The SES may be obtained by integrating the OS
and applying the DST to each sampled point. This
procedure is trivial because no singularity appears
in the OS nor in the DST, confirming the
pseudo-singular character of the SES-vector field.
We then obtain the now-tie attractor displayed in
Fig 3. We note the aeriounced disparity of scales Ax,
AY, AZ.

SES, and aore generally, SES's and SRS's,
squeezed or not, may be obtained by integrating the
corresponding vector fields. A special so-called
intervention procedure is there required due to the
existence of a critical set x=x=O . Although this

critical set is of Lebesgue measure 0, i.e the
probability of landing on this set during a discrete
integration procedure is 0, there is - numerical
unsafe domain surrounding x. in which numerical Fig. 2. Inverse Standard Reconstructed
errors cumulate leading possibly to the ejection of System (ISRS).
the computed trajectory outside of the attractors.
The intervention procedure is described in Ref 4. It
uses two time steps St and St', the second one being
activated in a domain surrounding x, detects z
inaccuracie and corrects them. A SES with
St' - 3.10 and the corresponding SRS are displayed
in Figs 4 and 5 respectively. Corresponding squeezed
systems look rather identical but for the rescaling
of coordinates. Figs 3-5 compare very favourably
(note that identities between figures should not be
expected due to sensitivity to initial conditions).

The INSES of Rels (23)-(25) and the
corresponding INSRS of Rels (20)-(22) are displayed
in Figs 6 and 7, comparing again very favourably.
Corresponding squeezed systems again look rather Yr
identical but for the rescaling of scales. -4
IV - gUANTITATIVE VALJDATj:ON'

They rely on comparisons between generalized
(fractal) dimensions D of exact and corresponding
reconstructed systems. Computations are carried Gut
by using a fixed-radius approach. Details concerning Fig. 3. Standard Exact System (SES) by
definitions, notations, algorithms, and extensive
literature quotations are available trom Refs I and applying the DST to the OS.
3. Complementary discussions are available from R~f
4. In all cases, we use a resolution (N,m) - (10 ,  are afterward obtained by averaging local slopes in
2000) in which N is the number of sampled vectors a r-scaling domain (rn,r ) for which D (r)
and m the number of central vectors used to average mf whc q
local correlation moments. About 70 vectors are exhibits a plateau within a certain accuracy. The
sampled per TO. Vectors are defined in the phase standard mean deviation o of the local slope values
space of the considered system (R9, i.e. without in the r-scaling domain provides a criterion
any attractor reconstruction in P . Local slopes reflecting the quality of the plateau. It is
Dq(r ) are evaluated at 45 r1-locations separated by well-known that the choice of the r-scaling domainq lacks of objectivity and that this feature isequal logarithmic intervals in a range (r1,r2). Dq'S actually one of the shortcomings of the algorithm.
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to to .

Fig. 4. SES by integrating the vector field Fig. 7. Inverse Non Standard Reconstructed

with an intervention procedure. System (INSRS).

z 0D 's. Good cprovide reconstruction

ivalidations, even if tVe D -values themselves are
g 4biased. Therefore, exact and reconstructed systems

tof the same kind are stuaied with the same ranges

(rmn,r .x). More generally, computations and

I interpretation of run data are carried out under the
same specifications. Table II provides D-values and

S q

i~l Table III values of a /Dq in % for q E [1,50]. Data
b Tconcerning q < I ave been -valuated but are omitted

!I Y to simplify the discussion (they would not modify
x - our conclusions). The reason for dismissing these

| , data in this pper is that Dq's, q < 1, probe parts
of the attractor where tie with is the most

rarefied, leading to poor statistics and inaccurate
evaluations. Tables contain 6 columns corresponding

Fig. 5. Standard Reconstructed System (SRS) to the following systems (for convenience, we shall

refer to the ith colun by the label Ci) :
by integrating the vector feld C . OS, Rels ( t)-(3), coordirts (x,y,z), Fig

woth an intervfntion procedure. th a . w h m r t s

raefed lIngS toRe sisis and(2,() lc u-ates

i (x,y,z), Fig 2.
C3. SSES, coordinates (x,A,A), obtainedinsqueezing with Rel (26) the SES of Fig 4.

by inegainetevetoiiedgl wiS, Rel (26-()th, R oofn ~ (xiq z)5Fi

C4. SSRS, coordinates (x,A,A), obtained by

squeezing with Rel (26) the SRS of Fiq 5.

q Cl C2 C3 C4 CS C6

1 2.050 2.04912.056 2.034 2.131 2.081

2 2.071 2.070 2.032 2.027 2.053 7.059

5 2.130 2.130 1.743 1.773 2.08812.C97

1 0 2.1,70 2 .1,73 1.583 1 .622 2.11812.122

30219 .9 1.481 1.54 2.11212.1123

STa'A e 11 Generalized dimensionsD.

Fig. 6. Inverse Non Standird Exact System q C I C 2 C 3 C 4 C 5 C6

(INSES). - -
1 0.3 0.2 0.4 0.7 2 4

Furthermore, the range jr. ,r.') generally depends 2 0.4 0.2 0.6 0.5 0.4 0.5
i'5 0.9 0.6 1 0.7 0.9 0.9

on q, Therefore, wA shoald ideally present soecific ,e v .7 Q,7 7 ? 2

data expre:,sing r1i( q) , r.(q), not given to avoid 30 1 1 3 3 2 3

data proliferation. We however mention that our 50 0.9 2 3 3 2 3
results are rather insensiti , to reasonableI
modifications of the r-scallng dema'ns, Furthermore,
irstead )f being interested with exact values of Table III Criterion oa/D (%I of plateau
D q's, we are more concerned with comparisons between quality. q
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C5. SINSES, coordinates (x,r), obtained by simple model of thermal lens oscillations'. Due to
squeezing with Rel (27) the INSES of Fig 6. the existence of a sharp cut-off term in the vector

C6. SINSRS, coordinates (x,or,), obtained by field, this example will provide an acid test. The
squeezing with Rel (27) the INSRS of Fig 7. second step concerns the issue of noise removal

Among the D 's, only the information dimension and/or smoothing. We have little doubt that these

Di  is invariant under reasonable changes of two problems will eventually find adequate

coordinates according to Ott et a 16. Relying on the soidtions, then providing the applied scientist with

fact that all our systems share the same variable x, a new tool of interest for experimental data
modelling.

we heuristically comment in Ref 4 that the REFERENCES
invariance property is expected here to hold 1 GOUESBET, G 1990 Simple model for bifurcations
whatever q. We shall now comment relative ranging up to chaos in thermal lens oscillations and
differences c % between exact and reconstricted associated phenomena, Physical Review A, 42/10,r

systems in Table II. We shall claim that our resdlts 5928-5945.
are satisfactory if these C 's are smaller than the 2. CASDAGLI, M. 1989 Nonlinear prediction of

r chaotic time series, Physica D35, 335-356.
a/Dq's of Table II!. We comment in Ref 4 that such 3, GOUESBET, G. Schedule April 1991

a critL,;on might lead to optimistic statements and Reconstruction of the vector fields of continuous

we also provide a more sophisticated and more qevere dynamical systems from numerical scalar time series,

way to address the issue. This more sophisticated Physical Review A.

method canno'' be used here for lack of room. 4. GOUESBET, G. Reconstruction of standard and

However, it would lead to the same conclusions than inverse vector fields equivalent to a Rdssler

the ones given below, system, Submitted to Physical Review A.

The comparison between the OS (CI) and the ISRS 5. LORENZ, E.N. 1963 Deterministic nonperiodic

(C2) is nearly perfect, agreeing always up to the flow, J. of Atmospheric Sciences, Vol 20, 130-141.

fourth digit. The worst relative difference c % is 6. OTT, E., WITHERS, W.D. and YORKE, J.A. 1984 Is
r the dimension of chaotic attractors invariant under

0.2 % for q = 50 which does not exceed the best coordinate changes ? J. of Statistical Physics, Vol
(aD/Dq) in CI and C2 cf Table Ill. Comparisons 36, n" 5/6, 687-697.

between C3 (SSES) and C4 (SSRS) are not so good.
However, the er's are 1, 0.25, 1.7, 2.5, 2.2, 1.9 %
for q from 1 to 50 respectively which are smaller
than the (./D q's in C3 and C4 (for q = 2, 30, 50)

or not significantly much bigger for the other q's.
The comparison C3/C4 is therefore found to be
satisfactory. Comparing with the OS and ISRS, we
however remark that D 's a,'e significantlyq

underestimated for q 5. For nonsqueezed systems,
the underestimations appeared for all q's. Squeezing
therefore improves the situation but does not fully
solve the problem. This problem may be solved by
more general transformations than simple squeezing,
a trivial example being provided by the
transformations transforming SSES's and SSRS's to OS
and ISRS respectively. Underestimations are indeed a
classical probiem of the algorithm, depending on the
structure of the attractor. It might be reduced by
increasing the resolution (N,m) but this could lead
to unaffordable runc. We however remark that the
existence of underestimations does not prevent us to
compare 0 -values in -1 far as these

underestinations simultaneously appear for the SSES
of C3 and the SSRS of C4. Finally, for the
comparison C5/C6 betwfen SINSES and SINSRS,, relative
differences c are always much smaller than

(O/Dq )'s in CS, C6 of iable Ill except for q 1 I
when e - 2.3 % which however does not poorly

compare with the 2 % in C5 and the 4 % in C6, Table
III. We thereforo, conclude that our quantitative
validations are very satisfactory. A final comme t
is that underestimations did appear for INSES and
!NSRS and that, as evidenced by the results, they
are washed out by squeezing.
V - CONCLUSION

Techniques previously used for vector field
reconstructions in the case of Rossler equations
have been successfully applied to the case of the
Lorenz system. Our final aim is the application of
vector field reconstructions to the case of noisy
experimental systems. In this conclusion, we stress
out that two main steps are still required to reach
this aim. The first one conceris the standard
function fitting problem. Much more general
expansions as the ones we used are necessary. A
systematic study will be devoted to this step,
taking the example of an attractor produced by a
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Abstract 2. The governing equations for an axisymmetric vortex
Our goal here is to provide a better understanding of the

role of large-scale coherent structures (CS) and their interactions Let (u,v,w) be the velocities along the cylindrical
with incoherent turbulence. We first study the core dynamics of coordinates (r,6,z). Let the z-axis be the axis of the
an axisymmetric but variable-diameter laminar vortex and the axisymmetric vortex, and let 0 increase in the direction of the
coupling of the axial flow with meridional flow; we then study swirl; see Fig. 1. The equations are made dimensionless by
the interaction of the vortex with superimposed fine-scale 3D introducing characteristic time and length scales, which are
turbulence. Using complex helical wave decomposition we gain i c
some insight into the organization of the fine-scale turbulence as derived from the circulation r and angular impulse M'* per unit
well as raise some questions regarding the concept of local length. The cylindrical symmetry implies that the pressure
isotropy. gradient in in the momentum equation vanishes and that v does

not appear in the continuity equation. For the meridional flow
1. Introduction (i.e.in the (r, z)-planes, see Fig. 1),

Vortex/vorticity dynamics is an attractive mathematical 1 0V I ai
tool for interpreting the role of CS in turbulent shear flows; e.g. (1) u = r T , v - Tr
Bridges et al (1990). Studies of idealized vortical structures are
therefore unavoidable for first obtaining fundamental so that the azimuthal vorticity component becomes,
understanding before more complex practical situations can be
addressed,

The principal issue here is the dynamics of an (2) o 1 W I DI 1 D2

axisymmetric vortical structure with and without superimposed r r r r2

small-scale 3D turbulence in an incompressible, viscous, constant
p,-operty fluid. We have two main objectives. First is to It is well known, e.g. Batchelor (1967), p.544) that -
understand the core dynamics of an axisymmetric viscous vortex
with significant self-induced axial flow. A poor understanding of rv is corvected with an inviscid axisymmetric flow; we therefore
the core dynamics in a 3D vortex r, one of the principal obstacles express equation (2.2) in terms of ,
in laminar vortex dynamics. The "eason is that the motion of the
axis of a curved vortex is very sensitive to changes in the vortex D I ra2 I a a2
core, hence the importance of the core dynamics. Due to such (3) -t- R I -r - +  z2J
difficulties the problem is often evaded. For example, many
theoretical studies of organized structures in turbulent flows
(such as hairpins in boundary layers and homogeneous shear where D/Dt = a/at + uDIr + wD/az in the time derivative
flows) have modeled such structures as being of uniform core following a particle in the meridional flow.
diameter and have presumed that a nonuniform core has Also, for an inviscid axisymmetric flow without swirl T-a
negligible effect on the flow evolution. Second is to understand
the effect that background turbulence has on the dynamics of a Wr is convected with the flow. Thus,
vortex, as well as how the turbulence itself is changed as a result
of interaction with the vortex. Thus this study can be viewed as Dr 1 1 211 3 al + aL2 1
that of coupling between CS and fine scales-one of the most (4) -t- - + 2" + r az2

interesting but least understood facets of turbulence, Hussain e

(1983). If there were a wice scale separation between CS and
fine scales in turbulence, then conventional wLdom would Note that the coupling between swirl and meridional flow is
suggest that the coupling between :he largely disparate scales is expressed through a sing!e term. In the absence of viscosity, 4 is
weak; in fact, this is the cornerstone of Kolmogorov's theory and transported with the meridional flow. However, significantly
of the local isotropy hypothesis. But we have long insisted that
the large and fine scales are intimately coupled and thus local influences the transport of 11 --- coo/r, and thereby also the
isotropy is unlikely, Hussain (1984). Here, we directly focus on meridional flow. The coupling term (r-4 D42/az) in (4) is most
this coupling by studying the interaction between a well defined,
simple, yet dynamically evolving, large-scale vortical structure significant in the vortex core center where 2 is usually
v, ith fine-scale 3D turbulence. The geometry chosen (an proportional to r4 . Outside the vortex core where 42_ -2/4r.2,
axysymmetric vortex) seems to be the simplest, free from effects the effect is small O(r4), and the term vanishes identically in the
of self-induction and of other nearby structures, to address the potential flow outside an inviscid vortex.
phenomenon and can indeed be viewed as a segment of typical
large-scale CS in practical turbulent shear flows such as mixing 3. Numerical Method and Initial Conditions
layers, jets, wakes, etc.

The laminar cases exhibit helical vortex lines, thus We use a 3D spectral method with periodic boundary
sparking a renewed interest in helicity concepts, Moffat (1969). conditions to simulate the flows. Although this method is not
We discuss a number of tools for analyzing the flow's helical efficient for axisymmetric flows, it has the ad antage that the
structures. Included are the helicity integral, the helicity densities flow may be given non-axisymmetric 3D perturbations, such as
and the so-called complex helical wave decomposition, Lesieur fine-grain turbulence, without changing the numerical method.
(1990), based on the expansion of the velocity field into Furthermorn, the complex helical wave decomposition, which is
eigenfunctions of the curl operator, Moses (1971). The turbulent a central part of our analysis, is most easily performed using
cases consist of the above laminar vortex superimposed with Cartesian coordinates and Fourier transforms.
uniform isotropic homogeneous random velocity fluctuations. In all our cases-laminar as well as turbulent-the initial

vortex is the same. We concentrate this paper on a single
Reynolds number, Re=665.2. The vortex initially has a
sinusoidal axial variation of the core size, and the axial vorticity
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profile is the same everywhere along the axis, when scaled with axial component coz whose inviscid evolution is uniquely
the core size. The radial vorticity component is determined such determined by the motion of circular material circuits.
that the vorticity field is divergence free. No axial flow is present Moreover,the axial vorticity component also gives by far the
initially as the azimuthal vorticity component is set to zero. The largest ".ontribution to the enstrophy production PO0. This is
initial turbulent background is isotropic homogeneous and
consists )nly of scales represented by wavenumbers in a certain because P(O is only appreciable near the axis of the vortex, and

interval, i.e. ke [kl,kh]. Within this interval, the phases are there Coz  is the only non-vanishing vorticity component.
random with a uniform probability distribution, while the Therefore the enstrophy production is largely determined by the
amplitudes are random with a C"0 probability distribution P times motion of circular material circuits. Their motion is determined by
a normalization factor, which serves to give the turbulent velocity the meridional flow; hence the importance of meridional stream
field a specified rms-vlue u'rms. Thus the turbulent background function W.
is herewith specified by k1, kh and u'rms.

5. Helical wave decomposition
4.Analysis of the Axisymmetric cases

For a detailed study of helical structures we decompose
An overall impression of the vortex's evolution is the flow field into "complex helical waves". Following Lesieur

provided by Fig.2, which shows a few characteristic vortex lines (1990) it is possible to construct two vectors a(k) and b(k) which
at selected times. Due to the axisymmetry it is sufficient to together with k form an orthonormal basis such that the "complex
consider vortex lines starting from a single radial rake. In all helical waves" defined as
panels of Fig.2, the vortex lines are drawn s.'ting from a radial
rake at the same axial position (z=0) We reemphasize that vortex (5a) V+ (kx) (kckl - iak(.)) exp(ik -x),
lines are almost never material lines in a viscous fluid, and
therefore no explicit time history is implied between the panels in (5b) Y- (k,x) ( (.) + ia(.)) exp(ik • 2x,
Fig.2. The vortex line geometry at each instant merely indicates
the instantaneous dynamics. are eigenfunctions of the curl operator corresponding to the

At t=0, all vortex lines lie in meridional planes eigenvalues +k1 0. These eigenfunctions are orthogonal with

(6=constant) and therefore momentarily have no torsion (Fig.2a). respect to an inner product.

However, the vortex lines gain torsion immediately, because of Moreover, the linearly independent eigenfunctions of curl
operator may be selected so as to form a complete set and the

axial variations in the swirling motion around the axis; 0 -dO/dt eigenvalues are real, Moses (1971). The complex helical waves
= v/r is large where the core size .- small, and vice versa as span a subspace of vector functions. Note that a potential vector
:ndicated in Fig I Near z = ?, 212 the vortex lines rotate slower field is an eigenfunction of the curl operator corresponding to the
around the z-axis than near z--O and 2r --onsequently, the vortex eigenvalue 0. Thus the velocity field, which is divergence
lines start twisting between z--O and z=((Fig. 2b). Vortex lines frec,can be expressed in terms of complex helical waves and the
close to the axis tend to twist more than lines at larger radii, gradient of a harmonic potential:

because 6 is in general largest at the axis. Note that the oblique (6) u(x,t) = PR + ML + VO
view, because of the symmetry, gives two different views of the
same coiled structure. The helical twists propagate to, ards z= Here uR is the projection of uL onto the vectorspace
Meanwhile the vortex core expands near z=0 (20 and contracts spanned by all eigenfunctions corresponding to positive
near z=/: The onset of uncoiling is clear in Fig. 2e, which shows eigenv,'ues (+lk/) of the curl operator. We call this the right-
a reversal in the helical tw-ist ofthe innermost vortex near z--O and handed component of Iu UL is the projection of IL onto the
z=2: At this instant ,he reversed coiling has not yet affected the vectorspace spanned by all eigenfunctions corresponding to
outermost vortex line, but later (Fig. 2g) the helical twist of all negative eigenvalues (-kl) of the curl operator. We call this the
vortexlines has reversed. left- handed component of U. Vp is the projection of 11 onto the

The coiling and uncoiling of the vortex lines continue, but null space of the curl operator. Since .U is divergence free we have
dampen with time and thus the axial flow and the core dynamics VO = 0. Assuming that the potential part of the flow is constant at
die out. Figure 2f shows essentially a rectilinear vortex, except
that close to the axis some axial dynamics, though weak, still infinity we have that VO is a constant vector field (due to the
persists. While Fig.2 gives a qualitative perception of the overall maximum principle for harmonic functions) and can be removed
evolution of the vortical field and graphically demonstrates the by choosing an appropriate inertial frame. For the vorticity field
presence of the helical structures and their axial propagation, it we have a similar decomposition where it is assumed that the
fails, however, to pioperly reflect other essential aspects, such as fluid is not rotating at i,.finity Since the Fourier transforms of
the evolution of the vortex core size, the enstrophy, the stretching real vector fields hve conjugate symmetry, the right and left-
and comprt" sion of vortex lines, as well as the coupling between handed projections are real in physical space.
azimuthal and meridional flows Nor does it provide quantitative The cascade is inhibited when (UR+.QL) X (UR+UL)
measures of the various dynamical properties during the together with its first spatial derivatives are small in some region.
evolution of the process We shall now analyze this condition when the flow at a given

The vigor of the core dynamics is clearly reflected in I ,g. instant is composed of just two eigenmodes of the curl operator
3, which slows the evolution of the vorticity magnitude. The
vorticity transport seen in Fig. 3 appears to take place in the form (i.e. superposition of two Beltraii flows),
of 'wave packets", because mass and vorticity transports are in (7) 9o, = V x i = XIU 1
opposite directions. This is possible because of the enst-ophy (8) w = V x 112 = X2112 •
production P(,), which allows variations in vorticity magnitude to
propagate along vortex lines. The Lamb vector then takes the form

We now focus on the kinematic relation hetween the (9) (UI + 112) x (l + %k2) = (A2 - X ) U12 X Ji
enstrophy production and the inviscid meridional flow. For this Recall that the eigenvalues are real - positive for right-
purpose we consider the instantaneous meridional stream handed and negative for left-handed flow fields. Thus if Ut and
function V, defined in (1), as given. Equation (3) shows that, p2 have equal parity (both right handed or both left handed) then
the circulation along any circular material circuit of the form (r,z) IX2 - X11 =IlX21 -IX11, whereas if p, andu2 have opposite parity,
= (rm(t), zm(t)) is constant in the absence of viscosity. The
axisymmetry guarantees that such a material circuit remains then IX2 - XII = 1121 + IX111. This difference is particularly
circular, as it is displaced by the meridional flow. This is of interesting when IL21 = i.21, an important case as the dominant
crucial importance for understanding the nature of both vorticity contribution to the cascade is known to originate from roughly
transport and enstrophy production. Most of the vorticity is in the equal scales. In that case the contribution to the cascade from
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interaction of eigenmodes with equal parity is small, while the in the azimuthal direction. The shear provides a continuous
contribution from the inteiaction of eigenmodes with opposite stretching in the azimuthal direction, thus attempting to sustain

parity may be large. While the diffusion operator A conserves the aligned structures, which can therefore disappear only

parity , vorticity of one parity can, through nonlinear self- through local annihilation of antiparallel vorticity. The second

interaction generate opposite parity. If a fully polarized structure phase consists of amalgamations by transport along the vortex or
by pairing. The third phase involves the excitation of bending

(W = f or Ig = g)R) in an inviscid flow generates vortic':y of the waves of the vortices. This phase can only occur when the
prytnh ecal values of R smaller scales have become large enough; we call this the

opposite parity, then the numeri f R dV feedback phase. We emphasize that the distinction between the
three phases, alignment,amalgamation and feedback is fuzzy. We

and (OL • uL dV both increase. This analysis suggests that can not exactly tell when 3ne phase ends and another begins; in
f fact one phase may begin before the previous one ends.

vortical structures of strong left or right-handed polarization are
persistent or "coherent" features of the flow. 7. Conjecture about local anisotropy and conclusions

5.2 Helical decomposition applied to the laminar vortex In the traditional turbulence theory the assumption of local
isotropy is generally invoked for scales in the inertial subrange;

The spatial distributions of the polarized components are that is, there is no preferred direction of the vorticity associated
not stationary but move in opposite directions. As the polarized with scales which are both much larger than the Komolgorov
components separate spatially -AR becomes dominant in some scale and much smaller than the energy containing integral scale.

Consequently, in the limit of Re-*-o anisotropy is only
regions, g1L in others.The helical twists on the vortex lines (Fig. associated with the large scales of the flow. Note that the
2) are the results of one polarized component being locally assumption of local isotropy does not imply that there are no
dominant. Where wR dominates the local twist is right-handed, structures in the inertial subrange, nor does it imply anything
and visa versa. As seen in Fig. 4 the motion of the polarized about the shape of such structures. What it does imply, however,
distributions is quite simple, namely the right-handed distribution is that the orientation of small scale structures is statistically
moves to the left, while the left-handed moves to the right. Thus random. Local isctropy is indeed a strong assumption, which,
the helical decormposition gives the unique separation of wave- however, is very convenient for calculating the transfer of energy
packets moving in opposite directions on the vortex-a striking between different scales. In essence local isotropy implies a
result in light of the nonlinearity of the governing equations. In decoupling of large and fine scales. As mentioned in Hussain
fact, this separation can not be obtained in the general case by any (1984), the evolutions of large and fine scales are intimately
other technique. coupled, thus suggesting that local isotropy is suspect in

turbulent shear flows.
6. CS and small-scale organization The presence of the coherent vortex clearly makes the

large scales anisotropic.We will now examine how the anisotropy
of the largest scales cascades down to the smallest scales. The

Fig. 5 shows contours of 1.%l for the same flow with first step in this cascade is discussed above. Namely, that the
superimposed fine-scaie turbulence. The first thing we notice coherent vortex gives rise to the formation of secondary vortical
about the vorticity magnitude is that it decreases dramatically in structures in the boundary layer around the coherent vortex
the early part of the simulation. In fact, the incoherent vorticity through alignment and subsequent amalgamation of small scale
contributes so much to the initial vorticity amplitude Ila that the structures. These secondary structures may then, provided that
coherent structure is indiscernible in a contour plot (Fig. 5a). We they are sufficiently strong, dor..inate the strain rates in their
emphasize that the large initial incoherent excitation level is immediate vicinity If the Reynolds number is sufficiently
somewhat of an unavoidable constraint, forced by computational large,so as to allow the existence of even smal'er scales, we can
limitations Namely, our insistence on a direct simulation rather then imagine that these smaller scales align and organize
than a large eddy simulation requires that the smallest scales are azimuthally around the secondary structures. In the Re-*o limit
strongly damped by viscous effects. Hence the vorticity this line of reasoning leads to a hierarchy of increasingly smaller
amplitude of the small scales must be initially high for them to scale structures which are organized as schematically suggested
survive long enough to produce appreciable vorticity amplitudes in Figs. 7a-c.By construction this figure represents a fractal
during the organization vortical structure. The present scenario merely adds a concrete

At significantly higher Re (say 10 -100 times higher) a physical space picture. An interesting aspect of the fractal vortex
much lower initial incoherent excitation level (10 - 100 times shown in Fig. 7 is that the spatial support of the dissipation might
lower) can be expected to ultimately produce similar incoherent also be fractal. Note that the present simulations have Reynolds
vorticity scales and amplitudes. While the scales of the number which are too low to reveal more than the secondary
incoherent vorticity grow uniformly with time everywhere in the structures,and thus the existence of a hierarchy of small scale
computational domain, it is only near the coherent structure that structures is purely a speculation. However, if this speculative
the incoherent vorticity magnitude remain appreciable,(Figs. 5b- scenario has merit then the result is that a coherent structure
e). The incoherent vorticity magnitude has saturated at about induces a departure from local isotropy(at all scales).
10% of the coherent vorticity at the end of the simulation. This research has been supported by ONR grant N00014-
However, for other simulationb the saturation level is different 89-J-1361 and DOE grant DE-FG05-88ER13839.
and depends on the initial excitation level.

The 3D-isovorticity plots (not shown) reveal that the References
incoherent vortical structures swirl azimuthally around the
coherent structure. In fact, we recognize obvious similarities Bridges, J., Husain, H.S. & Hiissain, F. 1990 Turbulence at the
with the growth of the boundary layer on an impulsively rotated Crossroads., 132-151
rod. A cross section (Fig. 6) normal to the axis of the coherent Hussain, A.K.M.F. 1983 Phys. of Fluids 26, 2816
structure thus gives an entirely different picture than does Fig. 5, Hussain, A.K.M.F. 1984 Turbulence and Chaotic Phenomena in
namely that of 2D-like spiral filaments. From Fig.6 alone one Fluids., 245
could mistake the incoherent vorticity near the vortex for sheet- Lesieur, M. 1990 Turbulence in Fluids, Kluwer
like structres Mufft, H.K. 1969 J. Fluid Mech. 35, 117-129

It is clear that the small-scale organization process Moses, H.E. 1971 SIAMJ. Appl. Math. 21, 114-144
consists of three phases. The first phase is an alignment of the
incoherent vorticity in the azimuthal direction by the shearing of
swirling motion of the vortex. This phase is characterized by very
strong dissipation (not shown) at the Re we consider. The shear
generated by the vortex results in an alignment of the small scale
vorticity and thus breaks the initial local isotropy of the
incoherent vorticity; compare the cross sections shown in Figs. 5
and 6. The alignment also imposes 2D-like constraints on the
ic:coherent vorticity by giving it a preferred orientation, namely,
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Fig I Definition sketch and cartoon of the dynamics

Fig. 3 Contours of the instantaneous voi ticity magnitude (a) tw-O;

(b) t=5.32; (c) t=21 29; (d) t=31,93; (e) L=42 58, (f) t=85 15
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Fig. 4 Contours of ~IRI (above the axis) and Iw~J (below the as)

(a) t=0; (b) t=5 32; (c) tn1O 64; (d) t=42 58; (e) t=85 15 In

addition, the contour 1=l is overlaid in each frame.

Fig. 2 The evolution illustrated by four typical vortex lines at

selected instants (a) tr=0, (b) t=5 32, (c) t.-10 64,
(d) t=21 29; (e) t--31 93, (f) t= 42 58; (g) t=85 15
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Fig. 7 Conjecture about the fractal nature of the vortex at high
Reynolds number (a-c) show successive magnifications
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Abstract 2.1 Preliminary Considerations

The paper considers the modelling, within the framework of second-
moment closure, of the turbulent stress field in the wail-adjacent The exact transport equations for the kinematic Reynolds stress,
sublayer. Particular attention is given to handling wal-proximity uu-, for a uniform density fluid medium unaffected by force fields

effects on the piessure-strain (0,,) and stress-dissipation (e,,) pro- may be obtained by takang a velocity-weighted moment of the
cesses. Comparisons of the resultant model with the direct nu- Navier Stokes equations. The result may be expressed:

merical simulations of plane channel flow show close agreement of = ( , U' + (_.8 U DU, \
the Reynolds stress profiles at two Reynolds numbers. Dt -_uU k8 +

P.,

1 Introduction + au- + ---/ 2  V---- --/Ou (u)•p \Or Or, / - 2k (1)

As research on wall turbulence shifts away from flows where the ",,
near-wall region is a strictly constant-stress layer, the limited va- a'- _
lidity of the 'universal' logarithmic laws is becoming increasingly _ ( u ( + ,t +
recognized. This recognition gives impetus to efforts at deviaing +.. _+ P + P /
a generally applicable model for the turbulent stresses within this d,) di
viscosity-affected region. To achieve the desired width of applica-
bility, it is widely acknowledged that full second-moment closure where upper and lower case U's denote the mean and turbulent

needs to be adopted. While models of this type have been in use parts of the velocity vector and the remaining notation is standard.

for more than 20 years, only recently have computer resources be- The closure problem consists of devising models for 0b,,, ci, and

come sufficiently abundant for one to contemplate applying models d, (since Pj and d, require no approximation). Of these the first
of this type to a wide range of engineering flows, two are generally regarded as the most cruc;al and it is on these

that the present paper focuses.
The subject of the present paper is the adaptation of the closure
for free shear flowi, presented at TSF 7 in Stanford [1,2], so as to The aim of adopting second-moment cl'.sure is logically to achieve
be applicable in the vicinity of the wall. The particular focus is the greater width of applicability and a closer proximity to the real
problem of accounting for the wall's effect on the pressure-strain processes than is possible with eddy viscosity models. This means
(0,) and dissipation (,,) processes. that non-local parameters such as the wall friction velocity, the

distance from the wall or, worse, the boundary-layer thickness or
Traditionally the turbulent Reynolds number, Rt, has been the pipe diameter ought not to appear as elements of these closures.
principal (and often the only) parameter adopted for modifying In the past this principle has been widely disregarded - an indica-
these processes. There are other, arguably superior, routes for tion that the problem of devising a set of transport equations for
achieving the desired changes in 0., and ei0 as the wail is ap- the Reynolds stresses that correctly mimics their diverse variation
proached. While the use of R, has not been entirely eliminated, it across the sublayer is sufficiently vexing to drive one to desperate
has been adopted Sere as a last rather than a first resort. Mo.e- solutions!
over, its influence is confined to regions where turbulent transport
is no more than one and a half orders of magnitude greater than A local parameter that s admissible is the turbulent Reynolds
molecular transport, a limit that appears desirable on physical number, Ri = k2 /ve. However, this parameter, the valium of the
grounds. turbulence modelling industry, has been freely (%nd sometimes

gusirresponsibly) prescribed to fix all modelling problems from the

Thc present contribution documents further progress in the re- decay of grid turbulence to the spreading rate of the round jet.
search programme reported in Refs 3 and 4. The latter paper Side effects are rarely considered. While, in a parallel flow, it may
is very recent and naturally, in the few intervening months since be used to hasten the fall off of the turbulent shear stress as the
its appearance, the ingredients of the model have not undergone wall is approached in accord with observations, the variation of
major change Nevertheless, the present demonvtration that zn thc normal stress components remains indifferently captured. Yet
explicit wall correction to 0, can be eliminated and the further Rt is just one parameter, from several, that may be used in the
reconsideration of the limiting behaviour of e,, may be of inter- treatment of near-wall turbulence; a satisfactory 'cure' - if one is
est. Moreover, computational comparisons now include both the to be found - demands the use of a more extensive arsenal.
"high" and "low" Reynolds number direct simulations of turbulent
.-hannel flow [5,6]. In view of the limitations on space, arguments While it may be desirable in the future to consider invariants of
and philosophy developed in Ref 4 will not be repeated here. thestress dissipation tensor [7], for the moment, in addition to Rg

we include only the two invariants of the stress tensor itself: A, =
a,,a,, and A3  a, ajkak,, where a, =- (U-u, - 1/sijUk-u-k)/k. In

2 Closure Proposals fact, in place of A3 , it is convenient to adopt Lumley's [8] "flatness"
parameter A:
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9 wall flows pressure fluctuations do not vanish at the rigid bound-

8 =ary.
which ranges in value from unity to zero as the turbulent fluctu- Equation (2) for 0,,1 and 0,,2 may, in free flows, be regarded
ations are "flattened" from being isotropic to lying entirely in a as a model of the terms in (3) involving the volume integrals. In
plane (as they do on the limit as the wall is approached). The modelling near-wall turbulence, corrections are usually introduced
variation of these invariants and Rt across the near-wall region of to Oil and 0,,2 notionally to account for the effects of the surface
plane channel flow appears in Fig 1. integrals (viz §2.2.3). There is, however, a further assumption

implicit in eq (2) that becomes highly questionable near the wall,

2.2 Modelling the Pressure-Strain Process namely the idea that the flow is homogeneous. For example, in
arriving at the above model for Obf2, the assumption is made that

2.2.1 Adjustments to the Free Flow Form (OU/Ozm)' can be replaced by (OU1/8xm) and thus taken through
the integral in eq (3). The process ,2 is then represented as:

The starting point for a model of 0,, for near-wall flows is logi- Ui + am) (4)
cally one for free flows. The version adopted here is basically that 012 + a,)

developed and used at UMIST for the calculation of a wide range where the fourth-rank tensor aj' is expressed as a series in as-
of homogeneous and inhomogeneous free shear flows e.g. [1,2]: cending powers of a,,, viz. [1,9].

S= - [a,, + c' (a,kak, - 1/36,,A 2 )] 6 } ow Bradshaw et al [11] have used the data base provided by the di-

- 0.6 (1', - 1/36,jPkk) + 0.3ea.) (Pkk/C) rect simulations of channel flow [5] to explore how serious was the
0.2 [ (E + E-h' error in treating (OU,/8xz,) as (OUt8xm). They concluded that

--- I X' (2) the error was negligib , ezcept for z+ less than 30 where it be-
r(+ , came very large. Evidently, therefore, any closure attempting to

- r [A2 (P, - D,3) + 3a1,ak, (Pk - Dk)] span this near-wall sublayer ought to include some inhomogeneity

Equation (2) follows broadly the direction proposed by Lumley [8] correction. The practice adopted here is to replace DUI/Ozm in eq
and Shih and Lumley [9] though, regarding mean-strain influences, (4) by an effective velocity gradient (OUI/ODxm)e, where:

4,2, there are also some important philosophical and practical out o + 1, 
2U,

differences from that proposed in [13] (see [1]). = - + ci _ (5)

The earlier studies noted above included A as a factor in the nu-

merator of Z, a choice which would appear, from Fig 1, to guaran- where 1. is a representative length scale normal to the wall,
tee that the process 0',,, vanished at the wall, as desired. However (k/e)(i-'Wnpnq)/ 2 , np denoting the unit vector normal to the
consistency of the model with the two-component limit does not wall. A discussion of the physical basis for this term and the rea-
unfortunately enforce compliance with it As shown in Ref 3, un- son for choosing 1, rather than the more widely adopted length
less Z is independently forced to vanish at the wall, u2/k remains scale I a k3/

2
/6 is given in [4]. Results for two values of cl are

finite there (x2 being the direction normal to the surface) and thus reported in §3.
neither A nor E, become zero. Only 1? seems capable of enforcing If, as the direct simulations indicate, one needs to recognize in-
the desired limit, the form adopted being- homogeneities in the mean velocity gradient, one should probably

Zi = 6.3 AF(1-f) also acknowledge those in the turbulent stress field (in the range

c' = 0.7; f = max(1 - R,/140 ,0); F = min(O.6 ,A 1 2 ) 7 < X+ < 20, for example, the shear stress iu-'2 varies at a rate
comparable with OUi/0x 2 . For the present, however, no attempt

The model of the process 0,2 has also been constructed so that has been made to do so.
it vanishes in the two-component limit. Nevertheless, like that for
0,1, it requires minor adaptation as the wall is approached. The

problem stems from the cubic term in the shear stress equation 2.3 Wall Reflection Effects
U-Ij for it leads to a sink of shear stress equal to:

a2 au, The contribution of the surface integrals Si, in eq (3) is usually
r [(al- 22) (/A - handled by way of wall corrections for both 0.,1 and 0,,2. How-

ever, the processing of the direct-simulation data of homogeneous
Both (a - a22) and A2 soar rapidly as the wall is approached shear flow bv Brasseur and Lee [12i showed that the volume inte-
lealing to the annihilation of UU2. To limit the in'pact of the gral arising from 0b,1 was associated with much finer-scale inter-
term, the free coefficient r is taken as: actions than 0,,2; thus, in wall turbulence we may expect that the

r = min(0.6, A) latter process would "feel" the effects of the wall more than Oi0 .
In view of the fact that 0,,1 is already damped by the turbulent

The above proposals differ from the recommendations in [1] for Reynolds number, we thus apply an explicit wall correction only
large anisotropies (A 2 > 0.6; A < 0.6) but in practice such extreme to the process 0.,2. For present purposes we adopt broadly the
levels of these invariants are only rarely encountered other than in version of Gibson & Launder [13]:
the near-wall region.

te= c (4
.2 nkn., 6,, -

2
/20/,kil nkn, - 3/20.,k2 nkn,) - (6)

2.2.2 Inhomogeneity Correction where x. is the normal distance from the wall. As discussed in §2.1

The exact pressure-strain process may helpfully be expressed in a the use of wall distanze is undesirable since near surfaces of very
form from which the pressure has been eliminated, [10]: complex topography it is impossible to identify a physically mean-

ingful distance. In mitigation, the importance of this process ini f uum'Ou, +Ou, )d Vol 'he overall stress budget is here much less than in older closures

41r " zm] OX, oxi ILI such as [13]. Indeed, for the case of channel flow. at least, we
+ / I S Duu, 0__ . d show in §3 that it can be dropped entirely by suitably increasing

+i Dui ( D ( ," + u + S,, (3) the inhomogeneous correction discussed in §2.2.2. (It seems rather
J I XJ x , ax, ILI /doubtful, however, whether the process can be completely elimi-

where the primes denote quantities evaluated at distance ILI from nated in the case of impinging wall flows such as that considered
where 0,, is evaluated and the integration is over all the flow re- by Craft and Launder [14] elsewhere in these proceedings).
gion. S, refers to surface integrals arising from the fact that in
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2.4 The Dissipation Tensor ish at the wall). It may be demonstrated that inclusion of a

viscous-like pressure-diffusion process is essential if the equations
The most popular route to modelling c,, is to assume local isotropy for the stress components U U2 and u] are to balance 4].
and imagine, following Lumley [8], that any anisotropies actually Lhas shown that in the lmit of weakly anisotropic

present are absorbed in the model for the process 0,i, . In near- Lumley [17]

wall turbulence there are good reasons for not doing this, however: turbulence, pressure transport opposes and makes more isotropic

for one thing the limiting values of the relative component dissi- transport by triple velocity products. One may suppose an anal-

pation rates are different from and governed by different processes ogous process at work in the sublayer i.e. that due to turbulent

than 0,,. Moreover, Kim et al [5] have processed their direct sim- pressure fluctuations, the effective viscous diffusion will be reduced

ulation data to provide values of e, up to the wall thus providing and rendered more isotropic. Following this line of argument, the

values for direct comparison with computation. following model of the pressure transport due to viscous effects -
denoted d?. - is arrived at:

The usual way of obtaining the limiting ratios of %/c at the wall is

to expand the fluctuating velocities in a Taylor series and evaluate d= 1/3 (d ntns + d nni) + 1/3 6,, dr, nskl (12)
the gradient at X2 = 0. This leads to the results [15]: j 131'kRn ,knn)+13bjd' kj (2

and this is added to di,. It is readily verified that the above form

__ = - - 4 22 - - =2 = (7) correctly balances the Us and u equations in the immediate
c k k - k wall vicinity while making a negligible contribution to the u2 and

The coefficients of 612 and 622 differ from unity because the lead- u] budgets.
ing term of the series for U2 is taken proportional to x2 to give
O u2/O2 = 0 at X2 = 0. In fact, the use of a series containing only 2,6 The Dissipation Rate Equation
integer exponents of z2 is not strictly valid if one seeks informa-
tion about velocity derivatives at X2 = 0 . To recognize this one The proposed equation for determining c is similar to that adopted
may note simply that 0u2/0X2 = 0 at X2 = 0 for any leading term for free shear flows [1,2]:
anxn+l provided that n is greater than zero. Such a generalized
form leads to: Dc= [(, c- +. V ) 4 0 l 0 1 + iCes 'Pkk - C2 (13)C22 k Tt IYD- = -Zk e(c. 6 t 7 + 2c -k -cz (13

"C" =(1+ n )2  , - = (1+n) 18) where c, = 0.18 , c, = 1.0 and c.2 = 1.92/[1 + 0.63(AA 2 )'1 i..
Three modifications are introduced, however, to render it suitable

While there seems no obvious reason why the Navier Stokes eqjua- for use in the viscous sublayer. Follcwing [18], the sink term in eq
tions should not support a value of n intermediate between zero (13) is modified to:
and unity, as will be seen later the direct simulation data do
strongly suggest n = 1, The appropriate limiting values may c 6- V
be achieved with the following model: 2kT ' =_ c 2

-=nand a term involving the second derivative of the mean velocity is
+i +uuk n, nk + ukn.nk included on the right of (13):

+ i-'inknnnj,)/(1 + 3 2puqnpnq/k) (9)
k _ 2Ui 80tJ.

We suppose that this highly non-isotropic imiting form gives way e c -u OX, Oxt Or,
to a more isotropic behaviour away from the wall as the Reynolds The third modification, proposed originally in [3] is thc inclusion
number increases and the anisctropy of the stress field diminishes: of thr mofath e rigi of ( 3 is diffusionof a further term of the right side of eq (13), that is diffusive in

C., = f, 6,* + (1 - ) 6 , (10) character and which notionally represents th effects of pressue
diffusion in the viscous sublayer:

In principle the quantity c,, may be expected to be a Reynolds- a / Ok'
number-dependent parameter ranging from the locally isotropic dP =  (c4 V
limit e', = 2/36,,c at very high Reynolds numbers to U71/k as

Pt goes to zero. However, for the present we simply adopt the where c14 takes the value 0.92. Note that since k varies as A] near
former irrespective ofRt. The weighting function f, that produces the surface, the term tends to raise the level of c there. Its effect,
the changeover between 6,* and c, may plausibly be modelled in like those of the other amendments noted above, is insignificant
terms of the stress anisotropy; indeed the parameter A offers a outside of the sublayer region.
convenient way of doing this; we take:

fe exp (-20A') 3 Application of the Model to Plane Channel Flows

The question of a further amendment to the model of 6,, is dis-
cussed in §3. The V-'u,, e and momentum equations have been solved numeri-

cally for the case of ful' -.developed plane channel flow. One hun-
dred nodes covered thei .)n between the wall and the symmetry

2.5 Stress Diffusion plane with about half of these concentrated in the region x+ < 40.
Figure 2 shows the distribution of the normal stresses normalized

Aside i'rom viscous effects, our work has retained the model of by k across the near-wall region for a Reynolds number of 5600;
Daly and Harlow [16] adopted for free shear flows. It is, however, here cl' 0.2 and cl = 0.3. The DNS distibutions mie geesally

interpreted as the net diffusion due to both velocity and pressure w c
fluctuations iather than to velocity fluctuations alone: well captured by the model cumuputiUUS With s4/k falling to Zemo

as the wall is approached. However, for 4+ < 10, the simulation
d = -c, ~-~- ~- uku (11) data show an interesting drop in u2/k and a corresponding rise injC, 6 Orm /u /k that is entirely missed by the computations.

where c* retains the value of 0.22 used in free shear flows. The nature of the disagreement seems to suggest a pressure-induced

As the wall is approached however, the turbulent triple products transfer between x, and Z3. Such a transfer can be reproduced
of velocity vanish faster than the pressure-velocity products (since, by the inclusion of the fallowing term in the Ui7U equation:
unlike the fluctuating velociti,.s, prssure fluctuations do not van- - c'[2 a,, + (a npnq 6,, - f/2api n,n, - /2apj npn.)] (s - 1) (14)
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Note that 1 vanishes at the wall but is negligibly different from -.nd u.
for x+ > 10 so the influence of the term is automatically con-

fined to the viscous sublayer, as desired. With c¢ = 0.05 a much Nevertheless, consideration of the profiles of c,j - and in particular
improved distribution of u2 and u2 results. While the term is redis- the distribution of e12 - suggests that considerably more effort
tributive, it is unlikely that the phenomenon arises from oij since, is needed to arrive at a satisfactory modelling of the component
in the exact process, both 41 and 3 vanish at the wall. It seems processes.
more likely that the term is really providing a small correction to
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ABSTRACT

A turbulence model b sed on the transport of the turbu- Another important benefit of this snodel is that the turbu-
lent energy spectrum is applied to the various experimental lence energy at all scales is calculated. This feature can be of use
investigations of a mixing layer. This modezl allows for the in many instances, e.g., for chemically reacting flows where it is
relaxation of the constraint of spectral equilibrium common to neces -y to judge the turbulent energy at the fine scales where
one-point closures, such as K-c. Good agreement is obtained the mixing of species occurs.

for the spectrally integrated turbulence quantities, such as As a first step in applying the present two-point spectral

Vu'i AU. The model suggests that the variations (between scheme to these cases, one may consider how the model can be
investigations) found in the self-similar regions of the mixing used to numerically determine the mean velocity field of a flow
layer is due to the initial low wavenumber portion of the energy in spectral equilibrium. This is the purpose of the present paper.
spectrum. Here we will discuss the flow of a two-dimensional planar mix-

ing layer after the spectrum has come to equilibrium.
NOMENCLATURE

MODEL DESCRIPTION
Eij spectral turbulent energy component The model proposed in BHRZ provides coupled evolu-
E El i + E22 + E33 tion equations for the mean velocity, ui = ui(l,t), and the spec-
Emax maximum E (function of time and location)
k wavenumber tral components, E~j= Eii( ,k~t), where 2 JoE1jdk = u'1U'.
K turbulent kinetic energy The generalized evolution equation for Eij used in this work is:

tim 'E1  -~ -2vk 2E +L2
u flow field velocity at =u n -2 ax

xi spatial dimension

0 momentun, thickness (1- CB) (ui,n jr + u.,, E:,) - CB 215,juk.n Ek,
v molecular viscosity

INTRODUCTION + Ci(u1  E,0 + u 3 E.-E

The present paper compares data on free shear flows
with the predictions of a new turbulence model first described in + CB2 (ui.j + uj.i) E
Besnard, Harlow, Rauenzahn, and Zemach (1990), henceforth,

referred to as BHRZ. The model can be described as a two-
point spectral transport model. The model aims to describe fluid + CD an ik-'r/k 2 d x
flows more general than those appropriate to one-point closure
schemes, e.g., K-c and Reynolds stress models. An important ~Ci (k kEEu
limitation in these simpler models (as discussed in BHRZ and
elsewhere, e.g., Taulbee (1988)) is that the turbulent energy
spectrum must be in equilibrium, that is, the spectrum in wave- + 02 2 - k3 VE
number distribution maintains a constant relative shape. There
are many instances in which the spectrum goes through modifi-
cations before establishing or re-establishing equilibrium, for - Cm k qr Eij - E
example, the initial mixing of two infinite streams (the mixing
layer) and the sudden contraction or expansion of grid generated where E = En. The physical importance of each term, in order,

turbulence. is: advection, viscou3 dissipation, viscous diffusion, mean flow



coupling (CB, CBI, and CB2 terms), turbulent diffusion, wave- where the V and T operators are, respectively:

like k-cascade, diffusion-like k-cascade, and return to isotropy.

Note that the CB, and CB2 terms were neglected in BHRZ but V = V(-2k2 + 1/2 f2"

are included here to judge their importance. ay2)

The generalized equations are simplified for the present

comparison with experiment by the following assumptions.

First, the mean pressure is constant and the flow variables (ui,a a C ___ + C

Exv, etc.) have spatial variation in the cross-stream (y) direction T = CD VT - a kk

only. The latter assumption gives rise to a flow field infinite in

extent in the stream-wise direction. The time evolution of such a This set of equations contain six undetermined constants: C1,
layer is depicted in Fig. 1. It is also assumed that Eyy = E, C2 , CD, Cm, CB, and CB2

as indicated by the reported l-D spectra of Wygnanski and The evolution equations for Ei,(yk,t) and ui(y,t) were

Fiedler (1969).
integrated in a cell-centered, explicit, first order-in-time, finite-

difference scheme, using a rectangular mesh with constant cell
size for the variables y (cross-stream direction) and z(log k).

y The advection term in the cascade is approximated by upstream

differencing, with 4N as the effective advection velocity. The

use of log k raher than k permitted more efficient allocation of

(.computer time to the dominant-eddy region of the spectrum.

The time step dt was estimated by setting an upper limit on the
allowed magnitude of At = AE/E for each term contributing to

taE/lat, and adjusting this limit by trial to insure three-digit accu-

racy in the time integration. The ranges 0!5 y < Ymax (the y

dependencies are symmetric under y- -y) and

zmin < z 5 zmax of the mesh were set so that the Eij were

effectively zero at ymax and zmax. The boundary condition at
.. . . . z = zmax must allow for loss of energy from the mesh in

accordance with the Kolmogorov laws E - k- 5/ 3 , flux-of-E-

constant for large k and small viscosity; this is accomplished by
computing k-derivatives at z = zma x under the assumption that

the Eij follov power-laws in k at this end of the mesh. This is
t=t c + \t consistent with the vanishing of the Eij, when viscosity domi-

Figure 1. Geometric configuration of the computational nates at zmax .

flow field. As mentioned, the present model contains 6 as yet unde-
termined constants, CI , C2, Cd, Cm, CB, and CB2. A con-These assumpuons reduce the equations to
straint on C1 and C2 as presented in BHRZ is C1 + 5/3

au al2u C2 =- 54. This is to assure a match with the Kolmogorov
dt ay2 ay constant for the decay of homogeneous isotropic turbulence.

Also constrained are the relative values of CB , CB, and CB2.

As implied from symmetry and incompressibility conditions (see

at - (4/3 Cp-) u E + V(Exx) + T(Exx) BHRZ) CB I = 8CB -6 and CB2 = -3CB + 11/5. With
CB1 = 0, which was required to have Eyy = Ezz, CB and CB2

+ Cm kk (1/3 E - E), can then be determined. Also needed as input to the code is the
initial wave number dependence of the energy spectra. In the

aExy - 2 au E + V(Exy) + T(Exy) limit k--)O, E(k) - kn in the nomenclature of tle present model.

at = E + + The final value of n (final meaning the flow has reached self-

similarity) depends, not only on the constants in the model equa-

- Cm kfk- Exy tions, but on the initial input This input, in turn, should depend

and on the experimental conditions that initially generated the turbu-

aEy 2/3CBauExy+V(Eyy) +T(Eyy) lence, of which there is very little information.

EWe use an 80 by 80 mesh in z and y space which isat ay
shown to be sufficient to insure mesh size independence.

+ Cm kd E(1/3 E-Eyy).
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RESULTS

The experimental data used for comparison is taken from
the investigations of Wygnanski and Fiedler (1969), Zohar 075-

(1990), Patel (1973), Liepmann and Laufer (1947), Jimenez et o0.

al. (1979), and Huang and Ho (1990). All the experimenters 025-

used air as the medium at various velocities. Zohar, Huang and
Ho, and Liepmann and Laufer used the mixing of two streams at 0.

different velocities while Wygnanski and Fiedler, Jimenez et al., I

and Patel use the flow far downstream of a step.
The comparison with the mean flow and spectrally inte- -okO-

grated turbulence quanuties are shown in Figs. 2 through 5. 0"5
The data points are from the various experimental investigations *075- ,

listed in Table 1. The lines represent the simulation of the mix- - -'4 -a -2 -1 0 I 2 3 4

ing layer by the present model. As can be seen in the figures, y/ 1

agreement between experiments and the model are quite good.
The two sets of lines correspond to the two different combina- Figure 2. Nondimensional velocity versus cross-stream
tions of constants shown in Table 2. Note that n, is the initial direction

power law behavior at the low wavenumber end of the spec-

trum. The solid line represents the value of CD calculated with
the constraint of the constant Cg from the standard K-c model.
The major limitation of the K-c model is that the turbulent o2o-

energy spectrum must be in equilibrium, that is, the spectrum

scales with only Emax and kmax. Once this occurs, the self-
similar spectrum can be placed into our model and a form of K-c 0 015,

will be obtained. This gives some basis for predicting what the

constants in the present model should be. Unfortunately, the 0

only unambiguous correspondence is between CD of the present 010. ,
model and Cg of the standard K-e. For a discussion of this

ambiguity and the method to obtain the correspondence see
BHRZ. With this constraint the other constants were set 005 a
through optimization and with the constraints previously men- A

tioned. The dashed line corresponds to constants set without the
constraint of CD obtained from K-c. This was done since the K- 000-
F model obtained through our model was not quite the same as

the standard K-E model. There is no evidence that the constants

for this modified version of K-c are the same and relaxing this Figure 3. Streamwise turbulent intensity versus cross-

constraint resulted in a better fit to the experimental data. It stream direction
should be noted that the values obtained for the constants in the

present comparison are the same as those obtained by Clark
(1991) in applying the present model to the computation of TABLE 1. REFERENCES USED IN
anisotropic strain. One final note to be made in the discussion of FIGURES 2 THROUGH 5
which set of constants is most appropriate is the fact th.t in
direct numerical simulations of the present geometry (1-D mix- Symol Reference
ing layer) some of the spectrally integrated turbulence quantifies o Patel (1973)
a.so show a tendency to be narrower (e.g., Riley, et a!. A Liepmann and Laufer (1947)
(1986)). Thus it may be that the first set of constants is most + Zohar (1990)
appropriate with the second set covering up the different physics x Wygnanski and Fridler (1970)
in comparing a 2-D mixing (which the experiments are) and the 0 Jimenez et al. (1979)

present I-D approximation. 17 Huang and Ho (1990)
TABLE 2. CONSTANTS USED IN COMPUTATION

Symbol ni Cm Cd CB CB2 Ct C2

3 .43 .116 .75 -. 05 .30 .15

3 .43 .30 .75 -. 05 .30 .15
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018- asymptotic shape at the high wavenumber end regardless of ini-
tial condition. The low wavenumber end, though, takes much

015- longer, and as mentioned the final slope depends on the initial
condition. Note that in these figures time is nondimensionalized

012- by l/(du/dy)y= O.

S009

CA a 00 -06-/

-4 -3 -2 -I 0/ 1 2 3 1/
Figure 4. Cross-stream turbulent intensity versus cross--3-

stream direction

o-48

0012- 000 005 010 05 020

0--0

01 //,' \, Figure 6. High a~enumberdsac power law versus down-

0003 /

/_______________01-0 .0 tY

-4 -3 -2 -1 0 1 3 4

y0 00
Figure 5. reynolds stress versus cross-stream direction

One last comparison between experimental data and the , 1.5model is show, in Fig. 6. Here is plotted the power law decay t

00014 r,

at high wavenumbers (n, where E ~ kn as k - oo) for the 0ow 0- I 10 100

transit~oi ,o turbulence in a mixing layer. The data poipts are k/k=,i
from 1ie invcstigation of Huang and Ho (1990) for R = 0.69. Figure 7. Turbulent energy spectrun, as a function of time
The initiali.ation of the model was accomplished by fitting the with nji= 3.0
first data point. At some downstream distance the power, n, hast

reached the steady-state value of -5/3. As shown, the computa-
tion of the rate at which this steady-state value is reached is in
good agreement with the experiment. 0t

Figures 7, 8, and 9 show the development of the spec-
tra for a given set of constants but with different initial low
wavenumber dependence. The model predictions of the final 001 O 0.
power law at low wavenumber depends on the ratio Ct/C2,t 1 , l, l

where C1 and C2 are the constants in ,he k-cascade terms. If

n1 < {3(CI/C 2) + 3)/2 then E ~- kni for k -*0 as t -* oo; but OO l .
if n, > (3(C 1/C2 ) + 3)/2 then E -*0 for k - 0 as t- 0,,

where n1 is the initial low wavenumber dependence of the energy
spectrum. For the present application Ct/C2 = 2, therefore, 00001 ...... ........{3(C 1/C2) + 3)/2 4.5. Figures ", 8, and 9 show the differ- 01t 01 t 10 10 1000

ences in the spectral development for ni less than 4.5. The fig- k/m,
ures show that the energy spectrum quickly approaches its Figure 8. Turbulent energy spectrum as a function of time

with ni = 4.0
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Figure 9. Turbulent energy spectrum as a function of time Figure 11. Streamwise turbulent intensity versus cross-
with ni = 2.0 stream direction for various initial low

wavenumber dependence of the energy spectrum

Not only does the initial low wavenumber dependence

affect the final shape of the turbulent energy spectrum but also

the final self-smular forms of the mean velocity and spectrally CONCLUSIONS

integrated turbulence quantifies. This is shown in Figs. 10 The present spectral transport model sufficiently predicts

and 11. Here are plotted the mean velocity and streanwise tur- the self-similar behavior of the mixing layer within the variations

bulent intensity with a given set of constants except the initial found in the experiments. Also predicted is the power law
low wavenumber dependence is varied. It is shown that this dependence of the energy spectrum in the transition to turbu-

dependence can greatly affect the final self-similar shapes of the lence. Some universality of constants is believed since the pre-
profiles. This is a possible explanation of why there is such a sent ones fit the data of mixing layers as presented here and

large variation in the self-similar profiles as given by the. differ- anisotropic strain presented in Clark (1991), although questions

ent experimental investigations (see Figs. 2 through 5); that is, do arise on thu appropriate value of CD.

the initial low wavenumber dependence will affect the final self- Many predictions of the nature of the turbulent energy

similar form. spectrum can be made with this model, but the most interesting

would be the initial low wavenumber dependence of the final

I - ..- self-similar forms of the spectra and mean flow quantities.

09- n .? - Experimental verification is hampered by the fact that in general
08 I -D spectra is commonly measured not the 3-D spectra which

0.81 the model predicts. The low wavenumber portion of the 1-D

0.7-i..; spectra does not correspond to that of the 3-D spectra due to

0.- /aliasing. Further experimental evidence of the nature of the

06- spectrum at low wavenumbers would be very useful in further
validation of the model.

OA /
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ABSTRACT () = time mean value
= differentiation by x, (= 0/Ox,)

This paper develops a new model for the nonisotropic dis- (), = tensor notation without summation convention
sipation rate tensor c,, to close the Reynolds-stress transport
equations. The previous models of e, are all algebraic, based
on a hypothesis of either the isotropic relationship of the dissi- INTRODUCTION
pation tensor or the one-to-one relationship of the dissipation
amsotropy tensor with that for the Reynolds stresses. How- The current transport models for the Reynolds-stress equa-

ever, the recent direct simulation data of the turbulent bound- tions have the following thr, e challenging problems: mod-

ary layer and channel flows have revealed the strongly non- eling of the redistribution te,rn (the pressure-strain corre-

isotropic nature of the dissipation process, which differs con- lation) 0, = (p/p)u,,; modeling of triple velocity correla-

siderably from that of the Reynolds-stiess components. The tions U~u,uk ; and modeling of the dissipation-rate tensor of

present model provides nonisotropic dissipation-rate compo- Reynolds stress components e, = v U,,kU,,k. All of these exert
nents through the solutions of approximated transport equa- an important influence on the universality of the Reynolds-

tions for e,,, and hence, the conventional prescription of an ad stress equation model. There have been many proposals for

hoc value of -,, is not needed The proposed model is tested modeling ou. At present, the model proposed by Launder,
by direct comparisons with the reported full simulation data Reece & Rodi (1975) (hereinafter referred to as LRR) is most

to validate the performance of the model predictions often used for turbulence predictions, although several more
sophisticated models have been proposed (e.g., ILaunder &
T. 3lepidakis 1990). As for the triple products 7u-,u-k, Nagano

NOMENCLATURE & Tagawa (1990a; 1991) have developed a -ew structural
model based not on the conventional assumption of gradient-

CI, C2, Cl',C , = model constants for P,' type diffusion but on the statistical and structural character-
CiC, p2 = model constants for N), istics of turbulence (Nagano & Tagawa 1988).
Cs, C, = model constants for the diffusion term, in On the other hand!, the turbulence model for the dissipa-

U," and c,, equations tive correlation e,, which is an important sink term in the
C.1 , C,2, C, 3  = model constants for the producticn and Reynolds-stress transport equation, is still rather primitive.

dissipation terms in e,, equation The previous models of c, are all algebraic, based on a h
'D,), PD, V Dj = diffusion terms in V equation [Eq.(8)] pothesis of eithei the isotropic relationship of the dissipation
"D,,,P'D,,, "'D, = diffusion terms in e,, Pn.f ion [FPq.(10)]
E, =dissipation term in equatmo Iq.(10)] tensor, so that

f ,, f,,ff.= turbulence model functions e, = (6./3) e (1)
k = turbulent kinetic energy, ,/2 or the one-to-one relationslip of the dissipation aiiisotropy
T, p = mean and fluctuating pressures tensor with that for the Reynolds stresses at lower Reynolds
F.', lep,, 2ep",ap,', 4ep) = production terms in =,z and numbers, i.e.,

C,, equations [Eqs (8) and (10)] C,, = [(V-u, /2)/k] c (2)
Pk = production term inl k-equation, = P,12R, = puroductine termolds n-eatio, = P/ It is assumed that there is a gradual changeover from this

R,= turbulemice Reynolds number, = k0Ive
T, T, - time scales [Eqs. (16) and (11)] limit, Eq.(2), to local isotropy, Eq.(1), as the turbulence Rey-

U,, u, = mean and fluctuating velocity components in nolds number R, = k'/ve becomes large. Thus, Hanjali &

z, direction Launder (1976) modeled c, as

it- = friction vplorty, = .c/r/ e = (1 - .(3), + ,
X. = coordinates in tensor notation
X, y = coordinates with
y+ = dimensionless distance from wall, = ny/v fs = 1/(1 + R-/10) (4)
6,, = Kronecker delta Here, the scalar trace of the dissipation-rate tensor, e ( c,, =
6, e. = dissipation rates of k and u-n.m/2 vu,7ku), is the dissipation rate of the turbulent kinetic en-
i, sw,, = kinematic viscosity and turbulpnt diffusivity ergy k (= u,/2).

p = density However, the recent direct simulation data of the turbulent
% r = time and wall shear stress boundary layer and channel flows have revealed the strongly

(P,4, = redistributive terms in U-u,- and c,-equations non-isotropic nature of the dissipation process, which dif-
[Eqs. (8) and (10)] fers considerably from the anisotropy of the Reynolds-stress

29-3-1



components (Mansour, Kim & Mom 1988). In view of all Here, the terms " P,, -. 4'P,; denote the production rates.
these, this paper develops a new model for the non-isotropic 'E,, represents the dissipation (or destruction), 'F,, is the
dissipation-rate tensor e,, to close the Reynolds-stress trans- redistributive term, and "D,,, P'D. and I'D,, respectively
port equations. The present model provides non-isotropic represent the diffusion terms due to turbulent, pressure and
dissipation-rate components through the solutions of approx- viscous effects. Again, all the terms except for Dc,/Dr, " P,,
imated transport equations for c,,. The proposed model is and I'D,, should be modeled in Eqs. (9) and (10). In what
tested by direct comparisons with both reported full simula- follows, we take the xi, X2 and X3 axes in the streamwise (x),
tion data and measurements of boundary I -i) r flows, wall-normal (y) and spanwise (z) directions, respectively

GOVERNING EQUATIONS CLOSING THE 1 '37 EQUATION

The equations governing the flow in an incompressible fluid Turbulent Time Scale
are

U,, = 0 (5) We reflect the non-isotropic nature of both turbulent trans-

D,/Dr = -Th,/p + - (Ul-)" (6) port and dissipation processes in the present model Thus, we
define the "directional"time scale T, as follows:

'1' - 2/(, (11)

where the Einstein summation convention is used and a com-

ma followed by an index indicates differentiation with respect where the indices in parentheses do not obey the summation
to the indexed spatial coordinate, convention rule. Obviously, Eq.(11) gives a time scale equiv-

In the Reynolds-stress model, the unknown Reynolds stress alent to the relative lifetime of the energy-containing eddies
u-3 in Eq (6) is determined from the solutions of the following in the x, direction.

transport equation:
Reaistribution (Pressure-Strain Interactions)

Du-'5/Dr = P, - 2c,, + 'F,, +'tD, + 5'D, + "D, (7)

where In principle, we use the LRR model for the pressure-strain

P, "  , U,, k + -,i- U, k term ',, in Eqs. (7) and (8). Thus, we write

6,, V u,,kuZ,k 4') = I (D" + 24'. + W , (12)
'FI,= (p/p)(u,., + us.,) with

,= -(P0,7), (8) wh F,, = -C[1u--- (2/3)6,,k]/T (13)t.,s = -(p/p~),k, +(u1)3)
P,, = -(PP)(u ),k + u 5 )], 2I = -[(C + 8)/Il] [P, - (2/3)6,sP k]

-[(3002 - 2)/55] k (-,, + U,,)

In the above equations, P,, represents the production term,
2 e,, denotes the dissipation rate, 4I,, is the redistribution term -[(8C 2 - 2)/11] [Q., - (2/3)6,,Pk] (14)
(i e , the pressure-strain term), and 'D,,, PD, and ID,, rep-
resent the terms of the turbulent, pressure and viscous diffu- =[C{- (2/3)b.,k}/T
sions, respectively. We need to model all the terms except for (15)
DU,./Dr, P,,, e,, aid 'D,,. The existing Reynolds-stress +C2(P - Q,,) + y'k(U,,, +U,,)If, (15)

equation models need the modeling of e,, as given by Eqs.
(1)-(3) In the present study, however, we determine c,, from where Q,, = -(UU7 k,, + VuUk,,), aid Pk = P.,/2 is the
the solutions of the following e,, transport equation, without production rate of turbulent kinetic energy 1.
modeling e,, algebraically: The nondirectional (scalar) time scale T in the above equa-

Dc,,/D7 - lp_ + 2, i>.) + 3 PJ + 4tP,, - ction can be defined from Eq (11) as:

+"D l,, + P' D.+ If,, (9) T = u /-2= k (16)

As will be described later, some substantial .iodifications

where have to be made for the constants in the wall term 'FD, of
the LRR model so as to satisfy the physical requirements of

P,= - (U7Uk, U,k + 7,,,'Uk,, Uk) the wall limiting behavior of turbulence.

P,, -V (U + )mU'--, k,. Turbulent Diffusion
_'~ V (Ui!' , ), + Uk, U-,,.k)41P, p) _V (ij~kiA 1,_ , +It was found to be unfavorable to apply a gradient-type

= -v (us,,,.,,,, + u ,,u,,,,u5 ,.,) diffusion model to the triple correlation u-.7u (Nagano &

'E,= 2v 2 ua,,n,km (10) Tagawa 1988, 1991). However, we adopt the LRR's closures

4",, = v (pm/P)(u,,,m + u,,,,) for the H i equation in the interest of brevity. Hence, we
use a gradient-type approximation that is implicitly taken to

= -V( -u"-M),h account for both pressure contributions and velocity-driven

P'D.= -v[(p,,/p)(u,,d6sk + u,,.6,k)],k transport The main difference is that we reflect the non-
isotropic nature of turbulent transport process on the turbu-D ; = V

2
(i'i, ),s lent diffusivity 'v,, and write
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As to other lower-order terms representing the production rate
tD,, + D,, = [Csf, Vk,,(uOj).,] . (17) of e6,, we apply the followii~g ap')roximation First, p does

not require modeling, since we may rewrite lIp,, as
with w= (,) v(,) (18) 1,P j = -(Ciki:;, C ,kg,) (21)

The turbulent diffusion is strongly damped by fluid viscos- However, with c,k -. /u'/T and e , U-k/T (see Eq.(2)),
ity near a wall as the scales become progressively smaller, this term can be considered to be involve. in the modeled pro-
and thus the damping function f, is introduced in Eq.(17) duction term on the right side of Eq.(20) The term 2'p, , on
(Prud'homme & Elghobashi 1983). the other hand, is negligible compared with the other terms,

since mean velocity can be significant only in the direction
CLOSING THE Ezj EQUATION parallel to the wall (Kebede, Launder & Younis 1985). The

gradient production term 3 , can be modeled by using the

Anisotropy of Dissipation Process Near a Wall gradient-type diffusion representation:

Since, by continuity u,,, = 0 and, at the wall (x2 = y = ,p =C,.3V Vkm(U,,tU.rk + U (22)
0), ui,1 and u3,3 both vanish, it follows that u2,2 = 0 at the
wall. Consequently, from a Taylor-series expansion, turbu- Note that a function f in Eq.(20) is the model function in-lence quantities near thle wall are represented as follows' troduced to fulfill the conditions for the near-wall limiting

behavior of turbulence mentioned previously.

u l = ce yj + J1y 2 + 'Yi3 + Redistribution of ei;

ui 0 , 0 )2ye +  ,i

Since the trace of ",F is zero (i e 0), this termu3 -- a3Y + "P +13y 3 + ' -does not appear in the transport equation of e. Thus, '(D,

2 2y2 + 2 #V' + +TI represents the redistributive process among the anisotropic
S 2 + (+ 2-,T-i)y' +... dissipation c mponents e,, . The production and dissipation

U- "-y_ + 27--2 y' + . rate of the turbulent kinetic energy are very nearly in bal-
ance in near-equilibrium shear flows. Accordingly, it will be

u2= c 3y + 2 + y3 + (j. + 27--)y 4 + legitimate to conjecture that the redistributi-e process of C,,
3 occurs, accompanied by the corresponding redistribution phe-

U iZ2 = P1k2Y + l2 + 02'i')Y' + nomena of the turbulence energy components, so that-

k = [(T& + oT.)/2]y + + ( ,T3')y' + . ,, = C,(',,12)/T (23)

cn/'v = a + ',1,i y + (4Ir + 6U--TS )y2 
+ However, we have to take into account the difference in the

e 2/u = ,'72y2 + 12---?y 3 +... non-isotropic nature between U-7u7 and e,, near the wall (Man-
2 - , .sour, Kim & Mon 1988) Thus, iii place of Eq.(23), the ra-

e 33 /1 = a3+ '4ta3--3 y + (,t3-3 + 61-T, )y2 +. tional modeling of 'D,, may be written as

e1,1v = 2aT-y + (3- 2 + 4 a2 )y' + ',, = le,, + 'i,,, + u'9,. (24)

e, = c,,/ = (a1 + a3) + 4(TIFj+ -3-3)Y +

From the above equations, we obtain the following relation- 1(),, = -C, iCif,[e,, - (1/3)6,, c]T (25)

ship of the dissipation tensor e,, in the liut as a wall is ap-
proached (Launder & Reynolds 1983): 2'),, = C,:("F,j/2)/T (26)

e1  1 C22  6 33 _ 1 C (19)
u2 4 J 12 - 12 2 F,7-2i' eq)"(19

/"',I,, = [C,piCl f,{ ,, - (1/3)6,, c }/T

The above equation demonstrates the strongly anisotropic na- +C.,{C(P,, - Q.,)
ture of the dissipation process in the near-wall region, and
thus the models for ,, given by Eqs (1)--(3) are all inappro- +-y'k ('7,,, + U,,,)}/27]f, (27)

priate. Recently, to overcome this drawback, some attempts
have been made by Launder & Tselepidakis (1990), Lai & So Diffusion of E ,
(1990) and Hallbick, Groth & Johansson (1990) lowever,
all of these models are still algebraic. Coiresponding to Eq.(17), the diffusion of -,, may be ap-

Production and Destruction of Eproximated by the following equation:

Ord.r-of-magnitaidp analyik indiratpq that) in the high D +r- 'D,= (C f ,, (28)

bulence Reynolds number regime, the turbulent production From these considerations, we finally obtain the governing
rate "eP,, and the dissipation rate 'E,, dominate the balance equation for the transport of dissipation components e,, as
equation. These two terms collectively represent the net effect follows:
of the production of e,, due to vortex stretching of turbulent De,,/Dr = [C.(P,1/2) - C.2fe,,] 1T
filaments and its destruction by viscous action. Thus, we 4.3 / (

77
,Jm77tk +7*

model collectively these terms as
+9(D,j +" [(C-;d 'u, +" 5b, ) C,,']k (29) .

"P,, - 'E,, = [C,,(P,,/2) - C 2f,,,]/T (20)
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k Ilishida 1987. Nagano & Kim 1988), the coordinate for re-

MODEL CONSTANTS AND FUNCTIONS giois of very large gradients should be expanded near the
wall. Thus, the following nonuniform grid (Bradshaw, Cebeci

In accordance with tie reassessmunt made by Morris (1984), & Whitelaw 1981) across the layer is employed-
the model constants C, and C2 in 4,, are set to Cl = 1.7 and
C2 = 0 5. On the other hand, the wall limiting behavior y, = AYl(K - 1)/(K - 1) (35)
yields-

tb,, + I)', =-(1/p)(u,p, + up,,) where Ayl, the length of the first stop, and K, the ratio of
- 0-0) (30) two successive steps, are chosen as 10' and 1.03, respectively.

(30) To obtain grid-independent solutions, 201 cross-stream grid

The above relation requires that 4), -- 0 for y 0, since points were used. The first grid point was normally located
Eq.(17) gives that the turbulence diffusion and pressure-driven well into the viscous sublayer. The maximum streamwise step-
diffusion both vaish at the wall In order to meet the require- size was restricted to a sublayer thickness, i.e , Ax < v/u,
ment that ),, - 0 for y - 0, the following ielation should be The initial profiles of the Reynolds-stress and dissipation-
satisfied because of the vainshment of P, Q') and k in the rate components, U and c,,. were provided using the al-
limit as the wall is approached gebraic stress model (ASM) together with the low-Reynolds-

number k - e model (Nagaio & Tagawa 1990b)
(P, P + ''ttJ The boundary conditions are

= [1I - (CIVfJ 14, 0 (51) U, = UU,= 0, el = u(tV/::/y)', e3 = V(Or/u/8y) ande, = ei2 = 0aty = 0(wall); Ui= Uanrd = e,, = 0
From Eq (31), we have (C'I/Cl)f . = 1. rhus, we finally ob.- c2=c2 0a wl) 1=U n ,,=c
Froni Eq (317, ihae tCilCe .modeled 1.fuction we isi ob-n at the free stream. Note that the above boundary conditions
ta C = b c = 1.7, sincte the modeled function fo is chosen for elI and c33 satisfy exactly the wall limiting behavior up to
to become unity at the wall amid zero far away from the wall the first order of y

The above matter is extremely important. The LRR model The predictions of the velocity profiles of a flat-plate bound-
has not taken into account this requirement, and hence the ary layer are shown in Fig. 1. File results are compared with
physically inappropriate behavior is brought about in the re- the DNS data (Spalart 1988, Re = 1,t10) and experiment
suits of near-wall region (Mainsour, Kim & Moin 1988). (Gibson, Veiriopoulos & Nagano 1982, R = 2750). Al-

We adopt the simplest form for the model function f, , though slight dependence oii the Reynolds number is seen
which meets the aboxe-mentioned condition, as in the predicted wall-region velocity profiles, particularly at

a low Reynolds number case, agreement with tile standard
= exp(-0.0065y +) (32) log-law profile, 7+ = 2.44 In y+ + 5.0, is generally good.

To check the performance of the present model in more de-
In this case, the values of C, = 0 055 and Y 0 are deter- tail, we have compared the predictions of the Reynolds shear
minied as being optimal stress, -7U2-/u2, and turbulent kinetic energy, k/u2, with the

The constant in the diffusion term, Eq (17), is assigned to a DNS data (Spalart 1988) and the experiments (Verriopoulos
sidtndard value of Cs = 0 21, and the following simplest form 1983, Re = 2750, (lebanoff 1955, Re 7500) ii Figs. 2 and
is adopted as tile model function f,' 3. As shown in the figures, a response of these quantities to

= - exp(-y+/5) (33) the change of the Reynolds number is predicted correctl).
To perform the critical evaluation of the present model,

Oii the other hand, the contraction of 1,(1 (29) is reduced we have compared the predicted profiles of the normal stress

to the standard c equation (e.g , bee Launder & Tsekpidakis components with the DNS database of Spalart (1988) at the
1990) when the local isotropy is absumed fur tile s ,all scale same momentum thickness Reynolds number of R = 1.110
issipati.e mutions Therefore, most of model constants i Fiu res 4 and 5 show the overall and near-wall profiles of

the c, equation (29) are put to agree with those ii the con- /! l/u,, 4_/ u, and V/"/u,, respectively As seen in Fig. 4,

ventional s equation' C,, = 1 44, C,2 = 1 9 and C, = 0 17 general behavior of tile DNS data is well predicted by tile
For the sake of smnplicity, however, we put C,3 = 0. 'rie present model over the entire region of the boundary layer
model constants for '4,, are bet as C0,1 = 3 3 aid C,, = 1 44 As the wall is approached '(y+ < 40), the strong anisotropic
In addition, in view of the noar-wall limiting behavioi of tur- behavior of the normal stress components is reproduced by
bulence (Nagano & Tagawa 1990b), we set a function f, in
Eq.(20) as

f, = 1 - exp[-(Th../18)'
1'] (34) 30I

Prewuit triodei

MODEL TESTING AND CONCLUDING 1110

REMARKS 20

Calculations with the proposed model are performed for tZ V" Y. / DNS

flat-plate turbulent boundary layers since tile d issi pation -rate
components of the Reynol., stresses are quantitatively avail- Experment
able from the recent direct numerical simulation (DNS) data- 0 Qbson et a]
base of Spalart (1988). To investigate the Reynolds num- (R= 2750)

ber dependency of the present model predictions, we have 0 .
varied the momentum thickness Reynolds number, Re, as 1 10 101 y+ 10" 101

Re = 1410,2750 and 7500.
The numerical technique used is a finite-volume method

(Patankar 1980). As described in the previous studies (Nagano Fig. 1 Mean velocity profiles
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the present model (Fig. 5). However, the difference in the (Kim, Moin & Moser 1987), Mansour, Kim & Moin (1988)
profile between the DNS data and the present predictions have also shown that, from the standpoint of modellers, the

becomes large in the near-wall region (y+ < 20). This short- conventional split of the velocity pressure-gradient term iV not
coming is also seen, for example, in the results of the recent a good way near the wall and that a judicious choice may be
second-order closure model of Launder & Tselepidakis (1990). necessary. At the present stage, the model of -i-equation is
Lai & So (1990) have pointed out that to reproduce t!.e cot- based on the LRR model because of its simplicity and general
rect near-wall anisotropic behavior of the normal stresses, the acceptance. It would be, however, preferable to revise the
velocity pressure-gradient term in the ?-'),-equation should model of the velocity pressure-gradient term to reduce the
be modeled without splitting it into P, and PD, as done in predicted level of u2 profile near the wall (Lai & So 1990).
the LRR model. Using the DNS database of a channel flow

Present model DNS (Spalart)

1.0 Present model (R# 1410) (R= 1410)

(R3 1410) .

1 . 0 K ebo -7 5t ( U 7u ,5-0

Experieneite 0 Klebanoff (Re 7500) ._ / ...

0 0.2 0."t 0.6 0.8 to 1,.2 020 40 Y+ 60 80

V/6

ig 2 Reynolds shear stress, profiles Fig. 5 Turbulence intensities near the wall

/ %\ Vrriopouios (Re = 2750) Present model DNS (Spalart)

0 lMebanoff (1 7500 + 020 ( 1410) (Re 1410)

3 Prt model 33

- .110 00.10

2750 \ 
'

'Pl \ /to 
.. . ......... ....

),)\NS 

0 0,______0

Spalart

(R= 1410)
0 -0.05 -, ' '0\_ __,

10 102 + & t10 0 10 20 30 40 50

Vig. 3 Turbulent kinetic energy profiles Fig. 6 Dissipation-rate tensor components nearthe wall

0.4
DNS

Present model DNS (Spalart) Spalart (Re = 1410)
-Z (R, = 1410) (R, 14 10) Mansour et al (R# =287)

2 - Present model

0.2 Re

0.2 N - 1410
-,,7500

... I ,/ I -- .. .

01 00 01 j Jz*.~
0 0.2 0.4 0.6 y/6 0.8 1.0 1.2 0 20 40 y+ 60

Fig. 4 Turbulence intensities Fig. 7 Dissipation rate of k near the wall
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The predictions of the dissipation components e (= ue,/ KLEBANOFF, P. S. 1955 Characteristics of turbulence in a bound-
u'.) are shown in Fig. 6. These are the solutions obtained ary layer with zero pressure gradient. NACA Report 1247
for the first time from the transport equation of e,. It can
be seen that the present solutions reproduce the strongly non- LAI, 'Y G & So, R M. C. 1990 On near-wall turbulent flow

isotropic nature of the dissipation process near the wall. Over- moielling J. Fluid Mech. 221, 641-673.
all agreement of e'j with the DNS result (Spalart 1988) is very LAUNDER, B. E., REECE, G. . & RODI, W. 1975 Progress i

good. Significant improvements may be made in the predic- the development of a Reynolds-stress turbulence closure. J.
tions of 4+ aid 4 s through a revision of the model for (D, Fluid Mech. 68, 537-566.
to reduce the level of u7 and u3 as discussed above. General
behavior of e+12 near the wall accords with the DNS result, LAUNDER, B. E. & REYNOLDS, W C 1983 Asymptotic near-
though the reduction of the peak level in the vicinity of the wall stress dissipation rates in a turbulent flow. Phys. Fluids
wall may be required. The most important and interesting

feature of the present results is the realization of the peak LAUNDER, B. E. & TSELEPIDAKIS, D. P. 1990 Contribution to

values of e+ and c' at the wall. As for this point, an at- the second-moment modeling of sublayer turbulent trans-

tempt to improve the existing models has just started (e g., port. In Near- Wall Turbulence (ed. S. J. Klne & N. 1I.

Mansour, Kim & Mon 1989; Launder & Tselepidals 1990, Afgan), pp. 818-833 Hemisphere
Shili & Mansour 1090, Lai & So 1990) to create a maximum MANSOUR, N N., KIM, J. & MOIN, P. 1988 Reynolds-stress
of c at the wall as evidenced in the DNS database (Kim, Moin and dissipation-rate budgets in a turbulent channel flow. J.
& Moser 1987, Spalart 1988) Fluid Mech. 194, 15-44.
The present model results of e+ (= e+1 +c+ +c3+3) are shown

in Fig. 7compared ith theexistimg DNSdataof Kim, Moir & MANSOUR, N. N., KIM, J & MOIN, P 1989 Near-wall k - c

Moser (1987) (Re = 287) and of Spalart (1988) (Re = 1410). turbulence modeling. AIAA J. 27, 1068-1073

It is obvious that the profiles of c depend greatly upon the flow MORRIS, P. J. 1984 Modeling the pressure redistribution terms.
Reynolds number as pointed out by Mansour, Kim & Moin Phys. Fluids 27, 1620-1623.
(1988) The present predictions of , for Re = 1410 well tr., -e
the behavior of Spalart's result. Thus. the present approach to NAGANO, Y & HISIHIDA, M 1987 Improved form of the k - e

the modeling of the dissipation-rate tensor of Reynolds stress model for wall turbulent shear flows Trans ASME J.

components has, we believe, good prospects in developing a Fluids Engng 109, 156-160.

full second-order closure. NAGANO, Y. & Kmi, C 1988 A two-equation model for heat

tran i-ort in wall turbulent shear flows. Trans. ASME" J
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STRUCTURE AND MODELLING IN STRONGLY SHEARED TURBULENT COMPRESSIBLE FLOW
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ABSTRACT Indeed, coherent structures are recognized as the ma-
jor agent of large-scale mixing in turbule;t shear flows. In
incompressible flows, the vorticity field is a suitable idi-

Recent works ha\ e shown the existen e of large scale or- cator to visualize these structures, while compressible flows
gase t inrk stenrues o require different criteria. Interest for the mixing mechanisms

wae fmotions compressible f ws Coherent structures is growing with the to-day needs of designing new propulsion
were found in comipressible ,hcai layers (PAPAMOSCHOU devices for high speed transport aircrafts, since the efficiency
and ROSHKO [1986]). These structures are unsteady, but -of combustion systems is depending mostly on mixing phe-
play a significant iole in the mixing layer spreading late. In-
troducing semi-detemninistic" turbulence modelling, a stan-
dard k - e model was used to calculate unsteady flows The In this perspective, the present contribution is devoted
main result is that unsteady features can be resolved with to.
this type of turbulence model A rather good description of
the unsteadiness does not g e a good estimate of the cotn- Characterzatn of the coherent s uctures i compress-
pressible mixing layer spreading rate. This emphasizes the ible turbulent si-ea flows.
need for a better statistical ticatmuent with a specific mod- * Analysis of the filtering features due to the numerical
citing of compresible effects integration

List of symbols * Evolution of the mixing layer growth with respect to a

characteristic Mach number.

p density

U, V velocity comp.,nliti, TURBULENCE MODELLING

a Speed of sounid To iepresent rroperly the large-scale mixing, HUSSAIN

k turbuleit kinetw enmgy [1983], and more iccently IIAMINH and VANDROMME
[1980], have lt oposed In tile frainework of turbulence mod-

turbulent kim'tim e, iiQ di,,smpation rate elliiig, a different fomi of variable decomposition, similar to

Pk production of tmuhct ktic energy tie splittiig used i Laige Eddy Simulations Let f(.F, t) the
rd tni m e instant amneous value of any, dependent vaiable

Al Mach ii mibci

a, Tn Tibulent Piandtli/Schmundt numbers for k and=

C1, C2 , C,, Tm bul(enIc(, model com-aants The first term ii the RHS is the steady state component.

p Lamninar vi,;cosit ~The second term is the coherent o organized contribution
which depends on space and time in a dcetermimistic manner,

pT turbulent viscosity and the last pait is the iandon fluctuation.

Ilk = -/1 , = p + Thus the difference with the clacsical L E.S approach

comes fmoin the melative inpottance of the three components
If the coherent pal t is small, then the decomposition leads to

INTRODUCTION classical Reynolds aveiaging If the yandom pat is small, we
have the basis for the conventional L.E.S. with subgrid scale

Thai.k to efficient numnical tools, it is now possible to siun- modelling. The original contribution in the present work is
ulate ursteadv turbuient compressible flows which present to consider that random fluctuations are not constrained in
a great interest for basic understanding and practical ap- scale and frequency. Theiefore it is not possible to account
plications as well These iunerical predictions can be ob- completely for them with a space filter (such as the mesh ies-
tained either by direct numerical simulations, or by using ad- olution) like subgrid scale modelling does. To represent ail
equate turbulence modelling. However, the numeuios recent random motions (whatever their chliamtt:istic scales are),
sir-ulations do not highlight basic physical aspects of the we choosed to use a statistical model i.e. k - c model. Fol-
phenoinmi. , since the analysis of nunierical data is strongly lowing the original terminology of HAMINH et al.[1989], this

dependent of the interpretation. The compressible mixing approach is called the Semi-Deterministic Modelling. The
layer is probably one of the most interesting cases, with variable decomposition can be writter, as:
well identified unsteady coherent structures resulting from
Kelvin-Helmholtz instabilities. f(i, 0 < f(Z 0 > +f'(it) (2)
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RESULTS

in which < f(iF, t) > represents thle ensemble avcrage of f.
Under some circunistances, this quantity could be replaced Unisteady featuics

by the phas~e average Since this splitting preserves a similar
fotim to the clasbial tuibilence modelling, formally identical The first flow wich is examined is mnade of two air
mod~els call be dciixcd to lepiesent the ianidominmotion ef- streams The two fiestream velocities aie U1 = 432 ni/s,
fects. The key dilffeICeicc is that thle IeSUltling bsoltion Wouldl U2 =137 oils, total temiperattuc Tr and total pressure
be stiongly dependent onl the flow haractcristics and the P'j, are identical in thle tAxo sticamls (TT = 300*K, PT =

numllet ical mlet hod as wvell 3.67 106 Pa). The Macli numbers of the two streams ate,

To illustiate the difference between this new approach tespectively M, 1 5 andI Al2 = 0J.4

anid thc classical tuibuleiice modelling, it suffices to coim- VOlT'ICIFY FIELD)
pare the soltitionis wvhich would be given by at pmal bofic ,,plice
ituching code (steady state boundary hayei approximation)

and a time marching N aN icr-Stokes solver, when calculating .. 35 17 6 0 ii1

at flow as simphle as a p~lanie mixing layer. . Both solutions ___

will be true, but they will show tlifferents views of the real-
ity. Voi tex shedding oi no voi tex shedding, the tlirutli is iii t - 15 aIS,

bo0th approachies. only the tepiesentation is dhiffiereint. 2 Cq -d
Thus, in this seiini-detexiinistic appicoach context, a twoU1g>

equat ion hbulcii e mdlfoi high Reynolds nuniber flows
would be writ tell a,

oa<k > (3)

a a t- a

(41)

Pk < p > < u',>< > (3)

Eqia t ions lire ax eragetl accoi dinig to itlie, Favi c (hecoilposi- II il14
tioli WithI t his foli iiuilat ion all tilie unknows but f). andh p aui
11)2)5- weight id lby 1) Soi)Ilie' systeil is nlow *

+o + -5.- i5~ -~ (6)

+p a~Cl7 P - C27T + (2'; (7)1

aC-I Fignie 1 shows thle tilme xolultion of the voi ti-ity Thle
Pk -h ' (8) i,, a stioiig coneniatlili of vorticity ini the fiist pairt of the

al dib~~n lbut no ciihici cut stitoctuote ate visible. Such struc-

tinCs exist In tile ,,(ci1(l 1)01t of the doitain. To find the
So £f i iiio 4 olpw Ibi l t til i )li arc adde-d to the ctpiiO colici cut st t ct ut s, thle definition gixven by HU SSAIN [1983]

tioitis wa~s used. they ate iaige structures xwith a high level of voi-

ticity stronlgly coi iclatted lilliise buit they appear at raiidomi

NUMERICAL ASPEFCTS phiases. A lineai stability ,tildy of the Eulet equlations gives
at necessary condition _:existeince of Kelvini-Helmiotz insta-

bilities in the shear laycis- the velocity profile mnust have

The niinei ical meithuod used in tis study is thle implicit - an, inflexion point. The input velocity profile is built xwith

explicit finite vollume scheme oif MAC CORMIACK [1981] ain hecavyside foniction without any attificial perturbation to

Tile schemne is secondt oirder accurate inl timec and in space. trigger the instability. The criterionl ised to identify coliei-

Thc nd 1 in i-h ext structures conlsists in finding the peaks of vorticity and
. -.. ...... in igh prcosure. Thic time evolition of these-, peakc. alluxx' to deter

Two )lifcreiit irieslies, are used, one is made of 90 grid cells mnine the convective velocity of the structures. On that floxy
in x direction, the other is 120 giid cells in x direction, iii it has been estimated to be 300±30 rn/s. PAPAMOSCHOU
the y direction both meshies have 100 cl-,ls with a sigiiificanit and ROSHKO [19861 give a theorical formulation of that ye-
clustering in the shear layer zone. locity. They argue that in thec framne which is moving with

the convective velocity, a saddle point exists between the
structures. This point iimplies the equality of total pressure
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point in the convective motion frame. So that thc convective 2 5 k. 35 f t. 6n12,
velocity canl be defined as.

LTC = a2tri +i! a, U2 3 V

NWith this formulation the convective velocity obtained ,' .

is. 297 rn/s so the agreement is fairly good. Also this plie- 'A , 3
nomnenomn apl)PIs to i)C quausi periodic aN 3

12 19 - 05 -10 -iq

2 13 35 52 699 8-5 -1033 -1193 .

x 3

96 -'e 2 3 3 3 3

2  
-8

2' P' :I 69 86
9 25 5 13 -119:

I, 3 -' 2

Iti enrg k, an trdc ionrt. Th 3ogs ol

cetaioofpoutoofkilcae in th s,a laer

Thes prfie chng acodn toterltv oiino
.. Ncuis Thslsl sbte hwnolfgr ,tepa

-Y~~~~~ -A of i ocniae ntecr fteclcetsrcue
an istasotdwt t
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Figure 5 shows the vorticity field, no structures are appear-
* ~ ing. The first conclusion is that the behavior of the flow is

strongly dependent of the miesh wvich is used. Further in-
vestigations are needed to better undes stand the role of thle
mesh resolutioni It is clear that the mesh can be respon-
sible for filtering mechianims. The time step is also is also
responsiblc for that Unlike in the L.ES., mesh cell size and
time step are not linked, because of the implicit integration
scheme. Furthicr computations are being dlone to check an
asymptotic behavious of iesults for finer mnesh sizes and time

- ' -+sipieadiny iate

Thiec flows weie calculated to estimate thle influence
As figure 4 shows, coherent structures present differ- of Mach numbel on the mixing layer spreading rate In his

cuit aspects accolinig to thle variable which is obsci ved. Thle calculation the Macl inumber alie 1.5, 2 5~ and( 3 for the tiper
piC5siiiC fiel~l show 1 i" CSii of "ides, which ale aiterna- stream,, for the lowecr stieam the Mach nuiei are 0.4, 1
tivehy low and high p~iC~t A fl0Ile ds, The peii oflwarsned'f~ 1 37. Thle convective Maclh numbei s ate almost the samne
mlato-ches Nit h the Ilu INuiioII of voit ici tv. The passive scalai in the three cases and ranges fiomn 0.4 to 0.48S
show's thle iiiilj i~g ii ii of thle cohici ct st Itiis Also the

01C if of c (ohit n et iCt itS 11 0(11 of flid CuiiiIg fi w t he
lowei stieanli

To conclude witi ii (,,, hes Ii III,- (1,I)(le It feati les, thle
esult s obtainled to do-c1' 1iii Cnt ad;n hobilent flows ai e

qit Ii'('I(oitl gi Iig 1(1It seen,1 i easoiiabh' to pin sule the
coiis t oct ion of specific in'tea dy tinIbiilent iiodels call lie
developped V~iOii

V,.t,,,ty Med At 2 5

At 3

1 ~ @00 01 0 ( Onl figure 6, Ne cani see that ats thle Mvacl inmbei in-
cicases, the mixing layet giowth is redlucedl.

Tile velocity used to evaluate thle spieading rate is the

F. 1.-. 4time aveiagedl pioifile, The mixing layer thickness is taken

ines sie iflunceas the distance between transveise locatioiis wheic the titme
-~ msh sze nilunceaveraged velocity equad to U, - 0 lAU and U2 + 0 11AU

To detet mine the mixing *ayei growth we considei only thle
The niesli ,ize is a vei important paianietet is far as domain where thle velocity piofile Nas self similar Figie 6

filteriiig hirohities are conicernied A numei cal simulation shows tile evolution of the dosvnstseam velocity profile.
was donie onl thle ,aiine flow wit h it smnaller mnesh (g0 grid cells
InI I directioni), thle cells in the y direction aid the integra- With that folimujation the giowth iate aie around 0 06

tioii tim~e step w .s the -,a-iiie as for previous flow calculation wvith a Mach=1.5, and 0 04 if the Macli number is 2.5 and
0.03 in the last case. The value oif the coiivective Macli

of is'~'~ number is going froii 0.4 to 0.48. Thle growth is found to be
niearly the same wlxvithie Maclli numbetr is 2.5 or 3 To obtain
the visual thickness ats PAPAMOUSCHOU aiid IOSIIKO
defiiied it, these results are onidinliensiiahised with the III-
compressible giowth formulation. With that formulation the

Voi .tH i visual thickness obtained is around 0.73 if the Macli nm-
b~er is 1.5 aiid a convective mnach iiumbei of 0 4, 0.86 with a
Macli number of 2.5 and a convective Mach numbiler of 0.48,
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1 * * . .'In these study a standard k - e model was used to calculate
unsteady flow. The tesults obtained arc encouraging and it

9 . aseems reasonable to developp specific u'ssteady turbulence
models. But a good time description o! compressible flow

79 .~ -does not allow to predict at. accurate gi-wth of the shear
* ~ ~ zlaye-. 'This can show the need of take into account of the

~ Mac.h n imber effects.
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ABSTRACT (1975), on the other hand, studied the ;'low at lower

An experimental and numerical investigation of the Reynolds numbers and claimed that their flow vis-

turbulence field in the vicinity of a rotating cylinder in a ualizations indicated fully developed ,urbulence for Re >

quiescent fluid has been carried out. Radial distributions of 500.

mean velocity and non-vanishing Reynolds stress An objective of the present study is to provide further
components have been measured using hot-wire measurements of the individual turbulent stress compon-
technique, and corresponding components have been ents at as low Reynolds numbers as possible. Such data
calculated with a low-Reynolds number second-moment are essential for the verification of low-Reynolds number
closure model. From the measurements it can be extensions of second-moment closure models, and, in
concluded that the turbulence field is established in the particular, to demonstrate their ability to mimic curvature-
present set up at a Reynolds number which is roughly induced changes in the turbulence structure. Another
twenty times larger than earlier measurements have objective of this investigation is therefore to compare
shown. Comparisons between calculations and numerical predictions based on a low-Reynolds-number
measurements yield some deviations. However, a second-moment model with the measured radial
qualitatively good agreement is obtained. In the paper, distribution of the individual stress components.
different methods for the determination of the friction
velocity are also described and discussed EXPERIMENTAL SET UP

INTRODUCTION A PVC tube, 1000mm long and 500mm ir diameter,
was used as a cylinder. Fixed end plates were fitted in

Turbulent flows in curved channels and over convex or order to minimize the influence of the end effects. An
concave surfaces are of obvious engineering interest electrical motor, which could be continuously adjusted in
Many flows in industrial equipment exhibit strong the range 200 through 3000 rpm, was used for the
centrifugal-force fields, and it is well known that the accomplishing of the rotation of the cylinder. The lowest
centrifugal forces exerted on a turbulent flow field have number of revolutions corresponds approximately to a wall
important implications not only on the mean flow pattern velocity of 0.6 m/s. A dial test indicator and a vernier s( "
but also on the turbulence structure, e.g Bradshaw (1973). were used in the near wall region and further out,

To further ivestgate curvature effects on turbulent respectively, for the determination of the distance between
To frthe inestiatethe hot-wire and the cylinder surface.

shear flows, a centrifugal-force field is created in a very

simple and fundamental geometry The one-dimensional Velocity measuements were performed using a constant
boundary layer flow around an infinitely long and constantly temperatura anemometer system, Dantech 5600, with
rotating cylinder in an otherwise quiescent fluid is studied, standard single- and cross-wire probes, 55P01 and 55P61,
In this particular flow case the mean velocity vector is in respectively. A computerized version of Siddal & Davies'
the azimuthal direction, and the mean velocity and the (1972) calibration law was employed for conversion of the
turbulent stresses vary only in the radial direction, i.e. with anemometer voltage Into velocities, and a samoling
the distance from the curved wall. frequency of 3 kHz was used throughout the

measurements. Conventional methods were used for theWhil Thodosen Reier(194) masued hr' evaluation of the mean velocities and Reynolds stress
frictional drag on a rotating cylinder, the radial distributions

of the mean velocity and the turbulent stresses have been components. All these acquisition methods have been

reported by Kasagi & Hirata (1975) and Nakamura ot al. tested, and compared to measurements of others, in a two-
(1983, 1986), respectively. The latter data were obtained dimensional turbulent flat plate boundary layer at a

for Reynolds number Re = 41000 and above, where Re = Reynolds number of 4.2-106, see Lbfdahl (1986) and
UR/v, R is the radius, v is the kinematic viscosity of the
fluid, and U. = o)R is the wall velocity. Kasagi & Hirata

Preseril address VERITEC A/S
P 0 Box 300. N- 1322 Hovik, Norway
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An important question in this kind of measurements is where the dimensionless drag coefficient cd is defined as
whether a disturbance caused by the wake of the hot-wire TW u.:
probe will be transported by the flow along the cylinder c S =2- (2)
circumference and interfere with the measurements. PG,2R2 U 2

Therefore, a dummy probe was inserted at the same axial
position as the measuring probe, but located at different The linear and logarithmic curves u' = y' and u'
angular positions No influence on the measurements were 1/0.41 In(y') + 5.0 have been shown as a reference. As
recorded when the dummy probe was positioned more can be seen, the expected deviation from the log-law due
than 45' upstream the "active" measuring probe. It might to streamline curvature is present at all Reynolds numbers
thus be concluded that the wake of the measuring probe studied.
does not affect the measurements The experimental resolution in the linear region is good

for Reynolds numbers 20000 and 33000. For the highest
MODELLING APPROACH Reynolds number Re=1 00000 the boundary layer becomes

Kasagi & Hirata (1975) and Williamson & Koukousakis thinner and the number of measuring points in the nea-

(19671 used an algebraic eddy-viscosity model to represent wall region is therefore limited by the size of the hot-wire
the tuioulence field in the vicinity of the rotating cylinder probe. Nevertheless, the friction velocity has beenthetuioulncefied i th viiniy o th roatig cliner estimated from the slope of the innermost mean velocity
However, the resulting mean velocity distribution deviated esiadfrmteloeothinrotmanvocy
significantly from the measured velocities data points and compared with u. computed iteratively from

Eqs (1) and (2), see Table 1.

When the turbulence structure is directly modified by a
body-force, like the centrifugal force, a model for the
individual Reynolds stress components is needed. In the
present approach the recently proposed low-Reynolds- 0 Re
number second-moment transport model of Launder & Mt A 21000**** 00

Shima (1989) is adopted This model is essentially a low- V 75000
Reynolds-number extension of the Reynolds-stress closure 08 0o0X0 100000- - 20000
due to Gibson & Launder (1978) The essence of the - 3300

Launder & Shima model is that some of the model 1o000

constants are made functions of four dimensionless 06
parameters, namely a turbulent Reynolds number, the ratio X
of production to dissipation of turbulent kinetic energy, and
two Reynolds stress invariants Kristoffersen et at (1990) 04 .
demonstrated that the Launder & Shima model, with 04 -

rotational stress generating terms included, accurately -.

captured the most striking Coriolis-force effects induced by
system rotation In the present study the model has been 02 - ""'" . -

adapted to cylindrical rolar coordinates, while the empirical"-
values of the model coefficients are retained For the one- 0 4 oo 1 0

dimensional flow under consideration in the present study, 0 0 ------------------------ r--------T---------
the transport equations for mean momentum, Reynolds 00 02 0.4 06 0.8 1.0
stresses and dissipation rate reduce to a strongly coupled y/R
set of 6 ordinary differential equations, which is solved
numerically with a significantly higher degree of accuracy 1 _0

than generally achieved for solutions of systems of PDE's i 0 ._
,\ \

EXPERIMENTAL RESULTS 0 8

Measured mean (azimuthal) velocity profiles are shown -
in Fig. 1 for different Reynolds numbers Compared to the "I, \ I
exact analytic laminar flow solution U = UJ(1t(y/R)),, the . " .
profiles clearly exhibit turbulent character. A significant 0 --

DReynolds number dependence can be observed only in the i , * --A..-- ....

innermost part of the boundary layer, i.e. for y/R < 0.02, D 0 8 -,...
where y a r-R denotes the radial distance from the wall. 0.4 o 8

Fig 2 shows the mean velocity profiles in inner
variables for threc different Reynolds numbers. Here, the 02
inner variables are defined as u'=Ud/u. and y'=yu./v, where
U =U,-U is the velocity defect and u.u,-I- is the wall
friction velocity To obtain this scaling velocity a correlation
formula of Theodorsen & Regier (1944) has been used: 00 o 0.02

000 0100~y/R
.. .0.6+4.071Og,o(Rev )  (1),, -Figure 1 Mean velocity profiles for some different

Reynolds numbers.
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The measured turbulent intensities u' (azimuthal), V

(radial) and W' (axial) are shown in Fig. 3. Considering the0.1

intensity in the main flow direction, u', clearly dominates in 4tw AA

the innermost part of the boundary layer. Further out, 0.10 A1  ii ------ 0 C

y/R=0.06, the profilles for the axial and radial components A AA A

mreinto each other at anintensity level below u'. The 08

higher level of u'can, however, be explained by the "extra" -8AI
stress generating terms which appear in the Reynolds
stress budget due to the streamline curvature. 3!006 - - - -

30~~~~ 
--- 

- ------- 
, O~

.-- 002 ~~O( O 0 6c6 c

P-700000 0.0 00 0 .8 0

ii 0

A A

000

-90.00 0.0 0.0 006 08 01

0 -2

30 A0 00 I004-

/ 500 f) 6 o

30 1 0.02

20 0

"A00 ------ : r------~-------------

.0 00 00 00 0 0i

0 12

to 1:1. ---- v/U,

Figure 2 Mean velocity profiles in inner variables for three 0 10 - A ---- C 'U

diffperent Reynolds numbers 0.8 000 A 1

0

06 6 0 0 6
3 0 060 0

Table 1 Estimated friction velocities u/U0 /-

[Method \ Re 120000 133600100000 11 004

l~erative solution of Eq. (1) C,057 0.053 0.047 1
002

Modified constants in Eq. (1) 0.040 0.0380031
Extrapolated froii measured 0.066 0.046 0.6 1 0 i-- -

niean velocity ooo 0.6i'0.64 '066 0.68 0.10
Fixtranolated from measured --- 0 034 0.027 y/R
tcrbulent shear stress II Figure 3 Radial distribution of the turbulence intensities

Numerical prediction 0 019 10.045 0.042 for Reynolds numbers 20000 (upper), 33000 (middle) and
_________________________________ 100000fl (lower).
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In Fig 4, the radial variation of the kinematic turbulent Reynolds number (also at a constant y'=50). According to
shear stress U-q is shown, from which it can be observed Fig. 8 the turbulence intensity In the main flow direction
that the experimental data are consistent with the reaches an almost constant value above Re = 25000,
azimuthal momentum balance (i.e. rT = constant) away thereby indicating a fully develop6"i turbulent regime in
from the wall A fairly constant level of -uvr2 can thus be agreement with Fig. 7. The two oihe" normal components
used as an alternative way to estimate the wall shear increase more gradually with Increaslng Reynolds number.
stress T , and the friction velocity u.. The intermittent nature It can be noted, however, that these components tend to
o* the flow at the lower Reynolds number complicates the zero at a Reynolds number of about 10000, which is much
situation and the wall friction can not be accurately higher than the transition Reynolds number Re = 500
obtained from the measured data The two different reported by Kasagi & Hirata (1975).
techniqueq for obtaining u. are compared with the Autocorrelation coefficients for the streamwise fluctuating
correlation (1) due to Theodorsen & Regier in Table 1. component are shown in Fig. 9. Here the time delay h is
Nakamura et al (1983) replaced the dimensionless copnnarshwinFg9.Hethtmedlyhs
cnstat a 6,4 1983in 1)e by (3.09,4d79 fi their normalised by the period T corresponding to one revolutionconstants (-0 6,4 07) in Eq (1) by (3.09,4 79) to fit ofteclidrhhefilelrevlusorh
experimental data Friction velocities based on this aut c l in The out r p ar of the

alternative set of constants are also included in the table. indicate the existence of large-eddy structures visualized

It is readily observed that the scatter in the data increases

with increasing Reynolds number However, a general recently by Nakamura et al. (1986).

tendency of decreasing u. for increasing Reynolds number
can be noted, fully in agreement of what can be expected

The dimensionless ratio between the shear stress and 00030

(twice) the kinetic energy is shown in Fig 5 The observed
level of the structural paarneter uv/q2 away from the o.oo2,) - -. . ..

cylinder surface is consistent wii the experimental findings
of Nakamura et al (1986) rhe present measurements of
the individual stress components in Figs. 3 5 cover, 00020o

however, the innermost part of the turbulent boundary layer ,.
more completely than any of the previously published data, 'o oo i

0-
In Fig 6, the intermittency factor y is plotted Here, y 0 0

has been calculated from the flatness factor F(u) for the ,ooot o  0 0 0

streamwise velocity component as y=3/F(u), according to 00
Klebanoff (1955) It can be seen from these data that the N 0 o o o
intermittency factor decreases below one for a certain > 0 0001

distance from the cylinder surface for both the studied
R6ynolds numbers Especially for Re-22000 this means 0
that a highly intermittent flow is prevailing, and this can o0o -' o 2 064 0.06 o o8 0.

considerably influence the measured turbulence intensities. y/R
If the laminar part of the signal is excluded in the
measurements, this will increase the turbulent intensity Figure 4 Radial distribution of the turbulent shear stress.

This effect is clearly pronounced in the outer part of the For caption see Fig. 5

boundary layer, where the largest deviations between
measurements and calculations occur according to Fig. 3
Of course the influence of the intermittency is strongest at 0.25 -. ....... ......
the lower Reynolds number and weaker at higher The
results for Reynolds number 100000 are in agreement with
the data of Nakamura et al (1983), while the results for 0o0
Reynolds number 22000 are significantly different Only the
innermost part of the boundary layer (y'<20) is fully 0
turbulent 0ib ,-

An important question in the studies of the flow field in 0 0 - ,
the vicinity of a rotating cylinder in a quiescent fluid is at 0 0
which Reynolds number the transition to turbulence occurs. ID

To gain information of this phenomenon, the internittency o AA A

factor was determined at different Reynolds numbers The 06 Re
rpqilts from these measurements have been collected in OD o&A ' 00000 100 0001

Fig. 7, where the intermittency factors for the fluctuation in o0o5 - AAn 20 000

the main flow direction are shown as a function of the AA ----- 100 000
Reynolds number. The wall distance is kept constant to 33 000
y'=50. At Reynolds numbers roughly above 25000 the o.oo
intermittency exceeds one, thus indicating a fully turbulent 001 Y.I 1

flow. yR

To further investigate the point of transition, the FIgure 5 Radial distribution of T%!/q2 for some different

Reynolds stresses were determined as a function of the Reynolds numbers.
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09 Figure 9 Autocorrelation coefficient for the streamwise
E fluctuating component at various radial positions for
NoReynolds number 25000 (upper) and 100000 (lower).

08

MODEL PREDICTIONS

The low-Reynolds number second-moment closure of
0 7 -- --- Launder & Shima (1989), adapted to cylindrical polar

0 20 40 60 30 100 120 coordinates, has been used to numerically predict the flow
Rfield around the rotating cynder. The results of the

Figure 7 Measured intermittency factor at y'=50 for calculations are included as lines in Figs. 1-5.
different Reynolds numbers. The predicted mean velocity profiles in Fig. 1 deviate

008 0 0significantly from the measurements. This discrepancy is
0 0 most likely associated with the overpredicted turbulent

shear stress (see Figs. 4 and 5). Moreover, unlike the
experimental data the predictions in Fig. 1 show a more

006 significant Re-number dependence. Nevertheless, it is
encouraging Lo observe that the predicted velocity profiles

S0 u-2/U2 in inner variables in Fig. 2 exhibit the typical destabilized

004 0 / v/t 2  appearance due to streamline curvature.

0- The predicted radial distributions of the turbulence,lU //) intensities in Fig. 3 compare reasonably with the

measurements for the three different Reynolds numbers
0 02 considered. The radial position of the peak of the u'-

distribution is accurately captured by the model, while the
peak value itself is slightly underpredicted. The calculated

ay 6 0 anisotropy in the Innermost part of the boundary layer

0.00 - r---T , changes only slightly with Increasing Reynolds number.
0 20 40 60 80 100 1 0 This is in contrast to the experimental findings, and can

Re* 10- partly be explained by the model formulation of the

Figure 8 Measured Reynolds stresses at y'=50 for important pressure-strain term.
different Reynolds numbers.
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CONCLUSIONS Engineering Turbulence Modelling and Experiments,

Measurements and calculation- of the turbulence field Elsevier Science Publishing, 55-64.

near a rotating cylinder in a quiescent fluid have been LAUNDER, B.E. & SHIMA, N. 1989 Second-Moment

carried out from the transition point and up to Re = Closure for the Near-Wall Sublayer: Development and

100000. From these experiments the following conclusions Application. AIAA J. 27, 1319-1325.

can be drawn. LOFDAHL, L. 1986 Hot-wire techniques for the
determination of the Reynolds stress tensor in three-

The centrifugal force field associated with the dimensional flows. Dantech Information. No. 3, pp. 2-7.
streamline curvature clearly indicates a destabilizing effect L)FDAHL, L., STEMME, G. & JOHANSSON, B. 1989 A
or, the flow field. The mean velocity measurements reveal sensor based on silicon technology for turbulence
a clear turbulent flow at the studied Reynolds numbers. For measurements. J Phys. E: Sci. Instruments 22, 391-393.
this quantity qualitative agreement between the calculations NAKAMURA, I., UEKI, Y. & YAMASHITA, S. 1983 A
and experiments is obtained, universal velocity distribution and turbulence properties

Five different methods have been used for the in the shear flow on a rotating cylinder in a quiescent

determination of the friction velocity, but none of the fluid. 4th Turbulent Shear Flows Symposium, pp. 2.21-

methods can be ionsidered to give reliable results 2.26.

throughout the Reyr.olds number range considered NAKAMURA, I., UEKI, Y. & YAMASHITA, S. 1986 The
turbulent shear flow on a rotating cylinder in a quiescent

It can be seen that the agreemPrit between the fluid. Bull. JSME 29, 1704-1709.
experiments and the calculations of the turbulence SIDDAL, R G, & DAVIES, T W. 1972 An improved
quantities is acceptable in the innermost region of the response equation for hot-wire anemometry Int. J. Heat
boundary layer, but large deviations occur further out. This Mass Transfer 15, 367-368.
might, however, be explained by the high intermittency of THEODORSEN, T. & REGIER, A. 1944 Experiments on
the flow in this region drag of revolving disks, cylinders and streamline rods

New data on the structural parameter in the innermost at high speed. NACA Report No. 793.
part of the boundary layer is presented Autocorrelation WILLIAMSON, J W. & KOUKOUSAKIS, C 1987 Turbulent
measurements idicate the presence of large-eddy flow around a rotating cylinder. ASME Forum on
structures in the flow field Turbul nt Flows, FED-Voi. 51,, 79-83.

Measurements of the turbulent normal stresses and the
only non-vanishing off-diagonal component of the Reynolds
stress tensor indicate that fully developed turbulence is
established in the present set up at a Reynolds, number
some twenty times higher than reported earlier Ly Kasagi
& Hirata (1975)

From these conclusions two main questions occur,
which both require further investigations First, the
uncertainty in the determination of the friction velocity, and
second, the large deviation as compared to others in the
determination of the transition

ACKNOWLEDGEMENT

One of the authors (PJN) acknowledges the support of
the 'Nordic I"Jnd for Technology and Industrial Develop-
ment" through a travel grant. The authors' names appear
alphabetically

REFERENCES

BRADSHAW, P 1973 Effects of streamline curvature on
turbulent flow AGARDograph No. 169

GIBSON, M.M. & LAUNDER, B.E. 1978 Ground effects on
pressure fluctuations in the atmospheric boundary layer.
J Fluid Mech. 86, 491-511.

KA.SAGI, N. & HIPATA, M. 1975 Transport phenomena in
near-wall region of turbulent boundary layer around a
rotating cylinder. ASME-Paper No. 75-WA/HT-58.

KLEOANOFF, P.S. 1955 Criaracteristics of turbulence in
a boundary layer with zero pressure gradient. NACA
Report No. 1247.

KRISTOFFERSEN, R., NILSEN, P J. & ANDERSSON, H.I.
1990 Validation of Reynolds stress closures for rotating
channel flows by means of direct numerical simulations.

30-1-6



EIGHTh1 SYMPOSIUM! ON
TURBLULEN1 SH1EAR FLOWS 30-2
Technical Universfty of Munich
Septemher 9-H1, 1991

STABILIZING AND DESTABILIZING EFFECTS

OF SOLID BODY ROTATION ON SHEAR FLOWS

S. Yanase", C. Fiores' , 0. N6tais" and N1. Lesieui '

0 Institut de M6canique de Grenoble

B.F 53X - 38041 Grenoble-Cedex. FRANCE

a Faculty of Enginecrinn, Olavama University

Okayama 700, JAPAN

ABSTRACT THE THEORETICAL MODEL

We examine the effect of a solid-body rotation, char- We first try to predict tie rotation effects through a the-

acterized by an angular velocity l, on a mixing layer and oretical model using Kelvin's theoreir in the frame rotating

on a plavit Aakc (in a plane perpendicular to Q) on which with Q and based on the straining of absolute vortex fila-

is superposed a small three-dimensional random perturba- ments by the basic velocity. We consider a two-dimensional.

tion. Using Kelvin's theorem in a frame rotating with Q, mixing layer of relative (spanwise) vorticity ,02D, with pri-

arid with the aid of arguments based on the straining of ab- mary rollers formed. In the case of the wake, the theory also

solute vortex filaments by the ambiant shear, it is shown applies to both sides symmetric to the central plane which

that the rotation is always stabilizing (with respect to the have opposite sign spanwise vorticity. The local Rossby num-

non-rotating case) in the cyclonic case. In the anticyclonic ber is defined as-

case, a slight rotation is destabilizing At a local Rossby
number of 1, the absolute vortex lines are disrupted. We R. = W2D/211I

perform three-dimensional numerical sinulations which con-
firm these theoretical predictions We find a critical Rossby The rotation is cyclonic if L2D acd Q? have same sign and an-

number at which maximum three-dimensional anticyclonic ticyclonic if not We superpose to this basic two-dimensional

(lestabilization is achieved In that case, a detailed exami- flow a turbulent three-dimensional perturbation of low ki-

nation of the flow structures shows that the flow is highly netic energy and of vorticity L() (1t)I << 1 2 oj). When
anisotropic with very elongated streamwise hairpin vortices rotation is present, Kelvin's theorem applies to the absolute

of small spanwise extent. vorticity
P =(D~ + +'2 0",(')

INTRODUCTION It is only by a longitudinal straining of the initial absolute

vor'ex filament that longitudinal vorticity (corresponding to
Laboratory experiments on shear flows show stabilizing three-dimensionaization) may be produced. Several cases

or destabilizing effects of a constant rotation, according to have to be envisaged (see Figure 1; w2D is chosen negative)
the cyclonic (of vorticity of same sign as the solid-body vor- a) cyclonic rotation (Q2 < 0): the absolute vortex filament is
ticity) or anticyclonic nature of the eddies considered. Witt closer to the z axis than the corresponding relative vortex
and Joubert (1985) found that the wake of a cylinder of axis filament: cyclonic rotation will have a stabilizing effect with

parallel to tie solid-body vorticity becomes asymmetric un- respect to the non-rotating case.
der the effect of rotation. Chabert d'Hibres e al (1988) have

shown that the wake of a two-dimensional obstacle is two- 1 <0
dimensionalized at low Rossby numbers, whereas cyclonic
eddies are reinforced and anticyclonic destroyed for higher
Rossby numbers Rotating nxing-layer experiments (Rothe , ,
aid Johnston, 1979, Tritton, 1990) exhibit the same results

according to the cyclonic or anticyclonic nature of the shear "

layer. "x

A olihi-body rotati0n of angular velucity Q = lZ does
no'. have any influence on a two-dimensional flow in the plane \"

(x, y) (see Lesieur, 1990). Therefore, the phenomena ob- "-N

served in the laboratory experiments can only be explained

by considering tile influence of rotation on the growth of

three-dimensional perturbations.
Figure 1: initial absolute vorteity for Q = 0, fQ < 0

(cyclonic rotation), S1 > 0 (anticyclonic rotation).
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b) anticyclonic rotation (Q2 > 0)' a) < U,2 > C)oC1 cae b) < w'd > ,nticyclonic cme

* 0 < 2l < -2W2D: the initial vortex filanent is more

perturbed (three-dimensionally) than its relative counter-

part. rotation is destabilizing For W21) + 2Q (1?, R. 1),
the three-diinensionalization will be maxinmum smice the ab- // 'I, 5

solute vorticity now corresponds to the three-dimensional /

perturbation w( ).  
2 -2

* -
2
W2D < 2Q: the anticyclonic rotation becomes sta- _4

bilizing again 10- 10-'
- ,, -, ./ ,1

DIRECT NUMERICAL SIMULATIONS -o/ 025. o

0 5 1 s 0 2 5

In order to check the relevance of our theoretical predic- 10-1 0 5 10-0 01 50
00 250 .50o 00 0 50

tions, we have carried out three-dimensional direct-numerical un.e tue 5

simulations of rotating shear flows Two prototypes of flows

are considered: the mixing layer and the plane wake. We Figure 2' mixing layer; time evolouti,i of the span-

assune periodicity in the streanwise, x (temporal hypoth- wise component of the velocity fluctuation (< u 2 >),

esis),, and in the spanwise, z, directions The initial condi- R(o-) = oo, 11, 5, 2, 1, 0 56, 0 25, a) Cyclonic case; b)

tions result from the superposition of a small-amplitude per- Anticyclonic case.

turbation onto a one-directional basic profile: a hyperbolic- Numerical simulations are performed at R(') = oo, 11, 5, 2,

tangent velocity profile for the mixing layer 1, 0.56, 0.25 for both cyclonic and anticyclonic cases. In Fig-
2y = atire 2, we show the time development of < w'2 >, variance of

i y tanT the spanwise velocity component (z-component), which in-

dicates the degree of three-diinensionality. The brackets de-

and a gaussian profile for the wake notes the average on the whole computatienal domain. Fig-

tire 2 a) is for cyclonic cases and 2 b) for anticyclonic cases.
TI(y) = U,,, exp(-Ln2l,) Figure 2 a) shows that a cyclonic rotation is more and more

m stabilizing as the initial Rossby number decreases from in-

Time initial fluctuations consist in the superposition of two- finity, up to 0.5. Afterwards the energy exhibits oscillations

random perturbations. the first one is three-dimensional which are the signature of inertial waves The presence of

of kinetic energy f 3D U2 (or U,2 ), the second one is two- the waves leads to a reduction of the dissipation rate. Figure

dinensional (z independent) of energy 020 U2. In both 2 b) shows extremely different behaviour in the anticyclonic

cases, (3D = (2D = 10-'. The Rossby number is defined case. The initial growth rate of < w'2 > is higher than in the

with the initial relative vorticity' non-rotating case for R( I) = 11,5,2. At R - 5, the desta-
bilization reaches its maximum. The Rossby number based

R(-) - 2U upon the instantaneous mean-velocity profile decreases with
120,16, time Thus, the rotation could have a destabilizing effect at

r te mthe beginning of the evolution and a stabilizing one when the
for thme mixing layer. For thme wake, the iiaximuin vorticity inttaeuRosvum rislwrhnaciial-Je

instantaneous Rossbv number is lower than a critical J' le.
associated with the gaussian profile is 0 7V,/r,,,. Thus, this could explain the decay of < w' 2 > for R(o' = 11,5,2

at later time. When the Rossby number goes from 2 to 1,
0 ,,, a sharp transition takes place, since, from the beginning ofR(o' V 0 7 --r

1201rm the evolution, the rotation is stabilizing as far as the growth
of < uw'2 > is concerned. At a lower Rossby number, the

The numerical inethod used is of pseudo-spectral type For evolution is very similar to the cyclonic case, with evidences

the mixing layer, a mapping is used in the y direction ill of inertial wave propagation.

order to reject the boundaries at infinity. The results shown

here are obtained with 48 x 48 x 24 nodes. The calculation Plane wake

involves 2 fundamental Kelvin-Helmoltz billows. The initial

Reynolds number U,5,/v is 150. For the wake, 48 x 48 x 48 Cyclonic and anticyclonic eddies are now simultaneously

modes are used The Karman street is composed of two pairs present in the computational domain. Figure 3 is the ana-

of opposite sign vortices, Re = Ur /v = 180. logue of Figure 2 in the case of the wake. < w' 2 > designates

a spatial average of the spanwie velocity variance on the
points at which the vorticity i3 cyclonic for Figure 3 a) and

STATISTICS anticyclonic for Figure 3 b). The Rossby number considered

here are R(" = 00,7,2.,2.5 0.7. On the anticyclonic side,

similar effects to those described for the anticyclonic mixing
Mixing layer layers art observed. However, maximum anticyclonic three-

We fdimensionalization occums at R(0 = 2.5. On the cyclonic
We first consider the mixing layer. The results of these side, the rotation, in an initial phase, is stabilizing for all

simulatins are described in details in Lesieur et al., 1991. considered values of the Rossby number. Afterwards, for
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R ' = 7, 2., 2.5, the st.ing three-dnusionalization leads Figure 5 is the analogue of figure 4, but tile total kinetic

to the generation of cyclonic vorticity oil the side of the energy is now integrated over k, and k, wavenumbers and

wake, which was originally anticyclonic. Furthermore, the we consider its time evolution for wavenumbers k = 0, 2, 6

cyclonic eddies can be--ome more tridimensional because of and 8. The wavenumber k. = 2 is the fundamental mode

their interaction with the highly three-dimensional antiLy- coiresponding tu the 2 pairs of alternate-sign primary vor-

clonic ones. As opposed to the mixiag layer's cdse, this im- tices of the Karman street. The energy coriesponding to this

pkes a growth of < w'
2 > in cyclonic regions stronger than mode strongly grows in the non-rotating case. Its growth is

without rotr tion. slightly reduced in the presence of rotation. In the rotating
case, the most striking feature is the rapid growth of the en-

1/2 < w > cyclonic 1/2 < u,
' 

> anticyclonic ergy at k, = 0. The destabilization of the anticyclonic eddies

-. . . will give rise to structures of small spanwise extent but very
a) b) 2.5 elongated in the streamwise direction. This is confirmed by

2. W 2 linear stability analysis performed by Yanase et al. (1990).
b-i.]. 2.5 4°'

2 //a) E(k.) R() = oo b) E(k.) 2.6

/.2 2

to-,0
"  

4 to-, 4
1 6

"07 " x..0.7 , . '.

0 0 25 Soo0' 0 0 250 Soo l0- t0o, •|
-
.

time time / . /

Figure 3: same as figure 2 for the plane wake (R( ' )  
./ . /

r0, 7, 2,2 5,0.7)• < tu/
2 > designates a spatial aver- i0'_

age of the spanwise velocity variance on the points " /
at which the vorticity is cyclonic for Figure 3 a) and
anticyclonic for Figure 3 b). 00 250 t 00 00 250 500

timel timle

In figure 4, we present the time evolution of tile total Figure 5: time evolution of the total kinetic energy
kinetic energy (1/2 < u'2 + v12 + WO'

2 >) for wavenunber at wavenumber k, = 0,2,6 and 8 integrated over all

k, = 0,4,8,12 and 16 integrated over all wavenumbers k. wavenumbers k, and k.. Figure 4 a) non-rotating

and k.. Figure 4 a) corresponds to the non-rotating case case; figure 4 b) rotating case (R/') = 2.5).

and figure 4 b) to the most destabilized case (RO(' = 2.5).
The growth of the two-dimensional energy is sligitly reduced

by the rotation. On the other hand, in the rotating case, FLOW STRUCTURES
the energy growth is more and more pronounced as k, gets

larger. This indicates a strong three-dimensionalization of
the wake (on the anticyclonic side) with generation of small Mixing layer

scales in the spanwise direction We have investigated the three-dimensional structure of

the eddies at t = 25 4. We use low pressure iso-surfaces to

a) .k,) R', = o b) E(k.) R,' 25 identify the Kelvin-Helmoltz vortices:

0 a) R(') = oo: one observes two quasi-two-dimensional bil-

4 lows, slightly distorted in the spanwise direction Thin Ion-

..-. 12 gitudinal vortices are also present shown by longitudinal vor-

ticity isosurfaces (not plotted here).

•8,". • /' b) R (' ) = 11 (antcyclonic): figure 6a) shows the pressure field
12 of the anticyclonic case. The eddies are greatly distorted by

a strong three-dimensional instabil:,y due to the solid-body

• ... ' c) R(' ) = 5 (anticyclonic): there is no large cylindrical eddy

"...... .' !structure anymore, but the layer is highly three-dimensional,
00 220 20 00 20 20 as shown on figure 6b). The pressure contours show now

tine time very anisotropic structures of small spanwise extent and very
elongated in the streamwise direction. One can check that

Figure 4: time evolution of the total kinetic energy they correspond to concentration of vortex lines of near zero
(1/2 < v'+v+w2 >) at wavemunber k. = 0,4, 8, 12 absolute vorticity which are stretched by the ambiant shear.
and 16 integrated over all wavenumbers k, and ky.
Figure 4 a) non-rotating case; figure 4 b) rotating At low Rossby number, in both cyclonic and anticy-

case (R ' ) = 2.5). clonic cases, a very strong two-dimensionalization is observed.

. . .. .... .. . . . .. . .... . d1 ... . .. . . .. ..



Figure 6: a) mixing layer; constant pressure surfaces Figure 6: b) mixing layer; constant pressure surfaces

for (anticyclonic case) for R,() = 11 at t = 25 4 (anticyclonic case) for R, ' ) = 2.5 at t = 25.4

Figure 7. a) plane wake: vorticity contours for the Figure 7: b) plane wake: constant pressure surfaces
cyclonic spanwise vorticity (light gray) and for the for R(' ) = 2.5 at t = 30

anticyclonic spanwise vorticity (white) for R'. ) = 2.5
at t = 60

Plane wake DISCUSSION

Figuire 7a) shows vor'icity contours for the cyclonic span- The numerical simulations qualitatively confirm the pre-
wise voz.licity (light gray) and for the anticyclonic spanwise dictions of our theoretical model: the cyclonic eddies are sta-
vorticity (white), for the critical Rossby number (R( ' ) = 2.5, bilized, while the anticyclonic eddies are three-dimensionally
t = 60). Both cyclonic eddies exhibit spanwise oscillations destabilized upon a critical Rossby number. Since we con-
due to tl.e strong interaction with the three-dimensional an- sidered here inflexional unidirectional mean velocity profiles,
ticyclonic eddies. Figure 7b) is low-pressure isosurfaces at the vorticity associated to these profiles varies with y (with
t = 30. The anticyclonic edc" -s are in the foreground and extrema at the inflexion point(s)). Consequently, strongly

................... b... a, A .d. As for thcmixing laycr, three-dimensionai absolute vortex lines ( at a local Rossby

very elongated streamwise structures are visible on the an- number- R. ; 1) will be surroundered by less-destabilized
ticyclonic side. At low Rossby number, both sides are two- and also by stabilized lines: the proportion of lines with
dimensioralized. maximum destabilization will change with varying Rossby

number. This explains why there is only an approximate
correspondence between the local Rossby number R. of the
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thcory and the initial Rossby number R (') based on the mean
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frame, that the straining of absolute vorticity is reduced for

a cyclotic rotation leading to an inlbition of shear-flows

three-dimensionaiization. I the anticyclonic case, rotation

is three-diniensionn;ly destabilizing for a local Rossby num-

ber larger than 0.5, and stabilizing at smaller Rossby num-

beis At a. Rossby nuinober of the order of one (anticy-

clonic case) , the spanwise component of the absolute voi-

ticity is cancelled by the solid-body vorticity, ai,.l the core-

sponding absolute vortex lies aie highly three-dimensional.

Mixing layer and plane wake three-dimensional numerical

siniulations suport the theory, and aree qualitatively with

experimental results For the rotation rate coriesponding

to an explosive anticyclonic three-dimensionalization. low-

pressure and high-vorticity stiuctures as well as the statis-

tics show that the absolute "ortex lines of near-zero vort:city

are rapidly strained by the basic flow This leads to the for-

ination of strong hairpin vortices of small spanwise extent

and elongated in the streamwisc direction.

The authors are grateful to J.J. Riley for many enhght-

eiing discussions.
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ABSTRACT impact upon turbulent eddies of different
sizes. For example, the boundary layer

One-dimensional spectra from seven measurements of Ramaprian and Shivaprasad
uniformly-sheared nearly-homogeneous flows (1978) show that both convex and concave
with various degrees of mean flow curvature surface curvature affect the integral length
are presented and analyzed. The data scales more than the Taylor microscales.
suggest that the flow curvature affects the The interaction between shear and curvature
large-scale motions most strongly, altering in boundary layers is complicated by the
the partition of the kinetic energy among presence of wall effects, the entrainment of
its three components and the coherence of irrotational flow and inhomogeneity. For
the streamwise and transverse fluctuations. the present investigation an effort was made
For relatively mild curvature, the coherence to design a flow to evince the effects of
of large-scale motions diminished in cases flow curvature on the different scales of a
where the mean velocity increased away from sheared turbulence in relative isolation
the center of curvature and increased in from wall and entrainment effects. An ideal
cases where the mean velocity decreased away flow for studying this interaction would be
from the center of curvature. For "strong" one where turbulence, curvature and shear
curvature, the sign of the coherence, was are homogeneous. Such a flow can be
reversed and momentum was transported up the conceived by extending the notion of
gradient of mean velocity and away from the rectilinear, homogeneous, shear flow to a
center of curvature, flow with mean streamlines which are not

parallel but form concentric rings. The
NOMENCLATURE shear should be assumed uniform in the

radial direction but a fluid particle would
C (k1) the coherence function on the average move along a curved path. It
dU/dn gradient of the mean velocity is easy to see that inhomogeneity of the

turbulence would inevitably develop under
F (k,) streamwise components of the one- such conditions, as a result of the
Fvv(k,) dimensional spectral densities transverse nonuniformity of curvature and
F_ (k,) of the velocity flucLations strain. Nevertheless, it seems worthwhile to
F, (k,) explore the plausibility of an approximately

homogeneous curved shear flow by introducing
ki streamwise component of the additional constraints.

wavenumber vector
Luu the integral length scale of the Consider a flow field bounded on

streamwise fluctuations average by two coaxial circular cylinders
n transverse coordinate with a difference in radius that iE large in
R, radius of curvature of the tunnel comparison with the scales of the t rbulence

centerline but small compared to the mean radius. The
s streamwise coordinate mean streamline curvature can be considered
S =(U,/R,)/(dU/dn) - curvature parameter as nearly constant within the volume and the
u streamwise velocity fluctuation turbulence structure in the core of volume
6 Fourier transform of u can be assumed as independent of wall
Uc  streamwise component of the mean effects, at least over a sufficiently small

velocity on the tunnel centerline time interval. If the turbulence within this
v transverse velocity fluctuation volume were homogeneous initially, it would
w spanwise velocity fluctuation likely remain homogeneous for some time.
z spanwise coordinate

An approximation to that flow was
the rate of viscous dissipation materialized by extending previous studies

u Kolmogorov velocity on nearly homogeneous shear flows
v kinematic viscosity (Tavoularis and Karnik, 1989). Uniformly

Kolmogorov microscale sheared turbulent flows were allowed to
reach a ciliasi-self-preserving structure in
a straight rectangular duct and then were

1. INTRODUCTION passed tangentially into a curved duct, also
of rectangular cross-section. The near

It has been well documented that homogeneity of the turbulence and the near
curvature has a strong effect on the uniformity of the shear were preserved,
structure of sheared turbulence (for a while the structure of the turbulence was
recent review of the literature see Holloway modified by the flow curvature.
and Tavoularis, 1991). It has also been
documented that curvature has a different Details of the experimental apparatus
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and measurements of the development of the assumed to be small compared to Rc. The z
turbulent stresses and length scales for coordinate is normal to both s and n and has
the present flow have been reported by a direction following the right-hand rule.
Holloway and Tavoularis (1991). A primary
conclusion of that work was that the effects The local, instantaneous, velocity
of curvature appeared to scale with the vector can be decomposed into means, U,V,W
parameter S=(Uc/Rc)/(dU/dn)*, where Uc was and fluctuations u,v,w, parallel,
the centerline velocity, n was in the respectively, to the s,n,z, directions. In
direction normal to the mean streamlines and flows with uniform mean shear in the n
Rc was the radius of curvature at the direction alone, the mean velocity can be
centerline of the duct. Flows with represented as
different values of S were generated by
adjusting both the mean shear and R . Flows (U,V,W) =(Uc+(dU/dn)n,0 0) (2.1)
with different values of shear, eac h having
a self-preserving structure, were produced
using a shear generator and various The one-dimensional spectral densities,
combinations of screens and grids. Shears F (k,), F,(kl), F (k,) and Fu(ki) of the
of opposite direction were produced by flctuating kinetrc energy components and
inverting tha shear generator. In addition, the shear stress are defined as usual
two curved ducts were built, corresponding (PApoulis, 1984), for example (asterisks
to R. = 2 m and 5 m, respectively. The indicate complex conjugates)
combination of curved sections and shears
produced 16 distinct flows with S ranging
from -.27 to .65. F, (kl) = E{( } (2.2)

Measurements of the turbulent stresses
indicate that the growth of the turbulent where k, is the component of the wave vector
kinetic energy was enhanced for negative in the streamwise direction, E( ) denotes
values of S. and suppressed for positive the mean value and i(kl) is the Fourier
values of S. Whether the kinetic energy of transform of the streamwise velocity
turbulence grew or decayed, it seemed to do fluctuation.
so exponentially and to approach a self-
preserving structure, with the components of F (k,), F,(k,) and Fw(k.) are real and
the Reynolds stress tensor approaching even unctions of kl, while F (kl) is
constant ratios. complex with an even real component and an

odd imaginary component.' Because the
Seven quasi-self-preserving flows of imaginary part of Fu(ki) is odd, only the

the type described above, where S=-.27,-.1, real part of Fu(kl) contributes to the shear
-.07,0,.07,.l and .65 have been chosen as stress.
representative cases. Some of their main
characteristics are shown in Table 1. These The streamwise integral length scale,
flows have been ranked by their value of S, L , is defined from the limiting values of
under the assumption that this is the te corresponding spectra at zero
determining factor, but the wide range of wavenumber, as,
shears, RL and R, for these flows should not
be overlooked. For example, the flow with = F lim
S=-.1 was being sheared at nearly twice the 9 k1 -0 F(k 1 ) (2.3)

rate of the flow with S=-.07 and hAO nearly
three times the Reynolds number.

The energy and length scales of the
first four flows grew, while those of the
last two decayed. The flow with S=.65 was 3. INSTRUMENTATI1' AND DATA ACQUISITION
of particular interest, because it exhibited
a turbulent momentum flux, in the same The velocity was measured using a
direction as the mean shear, opposite to the custom-made, cross-wire array (TSI
implications of gradient transport. 1248bJT15) and conventional hot wire
However, conclusions derived from this flow anemometry procedures. The sensing elements
must be treated with some caution, because were made of tungsten and had a diameter of
its structure near the end of the tunnel 5 Am and a length of 1.2 mm. They were
might not have reached an asymmptotic state. separated by 0.5 mm and had nominal

inclinations of ± 45" with respect to the
axis of the probe body.

2. MATHEMATICAL DESCRIPTION OF THE FLOW
In the present flows the Kolmogorov

The present flow can best be d'scribed microscale ranged from .14 to .3 mm, which
in a curvilinear orthogonal system of was at most a quarter of the length of the
coordinates, similar to those commonly used hot wire. The analysis of Wyngaard (1968)
in studies of curved boundary layers. These suggests that measurements of fluid motions
will be denoted by s, n and z, as shown in with sizes less than the wire length would
Figure 1. The s coordinate is the length of require corrections for the size of the hot
a circular arc, with radius R , coincident wire array.
with the flow volume centercline. The n
coordinate is normal to s, has its origin on The anemometer signals were low-pass
the volume centerline and is positive when filtered to 10 kHz, converted to velocities
directed away from the centre of curvature. using a modified form of King's law,
The radial extent of the flow volume is digitized at two different rates, 2 kHz and

25kHz, and divided into statistically
independent records, each of 1024 points.

This parameter arises naturally from The Fourier transforms of the fluctuating
the Reynold stress equations and has been velocity components were estimated using the
identified by several authors, discrete time series and Taylor's frozen
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flow approximation. only modestly more energetic than predicted

The corresponding spectra computed from by the Karman formula. One should note,
the two sets of time series collapsed in the however, that these spectra were forced to
overlapping ranges. However, only the high agree at the lowest wavenumbers and to cover
frequency part of the spectra computed from the same area by the way in which they were
the 25 kHz sample and the low frequency part scaled.
of the spectra computed from the 2 kHz
sample were retained. The Nyquist criterion In each flow F (k,) and F (k ) were
was not strictly observed for the 2 kHz different for kjLtu < 5 and generally less
sample but the portion of the spectrum which energetic than in isotropic turbulence of
was significantly distorted was removed, equal energy. These spectra approached one
The energy estimates for the longest another at kv u - 10 and then they diverged
wavelengths were subject to higher again in tho viscous range. F,(k,) for the
uncertainty, due to the finite record length flow where S=-.27 appeared to have the
and deviations from flow stationarity. greatest proportion of the energy and the
Calculation of L from equation (2.3), was flow with S=.65 the least, while F,(k,)
done approximatefy by extrapolation of the showed no similar trend. It would appear
spectra at the lowest measured wavelengths that shear and curvature make the
to zero. distribution of energy among its threecomponents at the lower wavenumbers more

anisotropic.

4. RESULTS F, (k) and F. (kl) showed little

Typical measurements of the spectral evidence of inertial subranges (certainly
density F (kl), normalized with the much less than F (k,) did), but this could
Kolmogorov scales, have been plotted in be partly due to he lower energy levels of
Figure 2. The corresponding flows had a these components.
range of turbulent Reynolds number,
R = u'A/v, from 115 to 370. The The one-dimensional cross spectral
theoretical spectral form of Pao (see Hinze, density, F.(k,), has been normalized with
1975) has been plotted for comparison. For F.(k I) and Fv,(kl) to form the coherence
wavenumbers where k1  > 0.005, F.(k,) function,
appeared to be unaffected by the flow
curvature or shear as the data from each CIk1\=F.(k1\/&.(k1\F /k\ )) (4.2)
flow essentially collapsed into a universalshape, close to Pao's estimate. In isotropic turbulence, C,(k,) is zero

At the lower wavenumbers, F (k,) varied at all wavenumbers while in shear flow,
widely from flow to flow, due to the -I. < C v(k,) < 1. Cu(kl) should have a sign
different velocity and length scales. These opposite to that of the shear, because
differences may not be entirely attributed momentum is on average transferred down the
to flow curvature, but also too differences gradient of mean velocity. For the present
in the history of each flow. For example, experiments, flows with positive and
the flows with S = ±.l initially had similar negative values of S were generated by
scales but, after sustained flow curvature reversing the direction of the shear. This
of opposite sense, the kinetic energies of would have the result of reversing the sign
these two flows deviated exponentially and of C,(kl), a result which does not reflect
differed by a factor of two at the a true change in flow structure but is an
streamwise position where these spectra were artifact of the experimental method. To
measured. The length scales were affected accurately portray the relationship between
in a similar way. C.(k,) and the shear we have plotted Cu(k,)

sgn (S) where sgn (S) is -1 if S 0 and +1
To assist in the evaluation of the if S < 0. The real part of the coherence is

effects of mean curvature and shear on the shown in Figure 6 as a function of the
spectra, the present results will be normalized wavenumber, k1LY. It was
compared to the spectra of isotropic relatively weak for motions with k1L > 10,
turbulence. Among the several approximate which is consistant with the observel local
forms which have been proposed for the isotropy of F (ki), F (kl) and Fw(k,). The
three- dimensional spectrum of isotropic coherence o? the motions with low
turbulence (see for example Hinze, 1975), wavenumbers was a strong function of S,
one leading to a simple expression for ranging from .9 to -.4. The flow with the
F,,(k) and having a good agreement with data strongest, negative S (S=-.27) had the
from grid- generated turbulence is Karman's greatest coherence. For the straight flow,
interpolation formula where S=0, the coherence exceeded 0.7 at its

maximum, which is considerably greater than
2 F(k1) = l- 2/6 the values of the correlation coefficientI .63[l+(l.33kL) 2 / (4.1) u/u'v = 0.45 in this flow. Cur(k,) became
u7L, less positive with increasing S and the

strongest affects appeared to be at a
The spectral densities F (kl), F (k,) wavelength equal to ten times the integral

and F,(k1) have been plotted in Figures 3, length scale. In the flow with the
4 and 5. They have been normalized with the strongest positive S (S=.65) the coherence
streamwise comnonpnt of the kinetic energy, reversed its sign so that it was in the same
u2, and the streamwise integral scale, L . direction as the shear. It would appear
The Ka.man interpolation formula has also then that stabilizing curvature, for which
been plotted for comparison. The fine-scale S is positive, does not necessarily reduce
structures of each flow were different, so the coherence of the streamwise and
the spectra differed significantly for transverse motions but rather makes them
k.L > 10. For k1L < 10, the curves for more likely to transport momentum away from
diflerent flows were close to each other and the center of curvature.
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The imaginary part of the coherence, strain rate, Dsn, and a mean rotation rate,
shown in Figure 7, was relatively weak and n., which take the foims
highly scattered. This part does not
directly influence the turbulent shear
stress but does make a contribution to the Dsn 1 Id (1d-S) (5.1)
spatial covariance, in particular it 2 (d- -
contributes to its asymmetry. This part was.
largest in the flows with positive S in the'
wavenumber range where the real part of the nz = -1 (dU 1(l + S) (5.2)
coherence changed sign. 2 duI

Equations (5.1) and (5.2) show that flow
5. DISCUSSION curvature explicitly affects the rates of

mean flow rotation and strain. An
The experimental data seem to indicate irrotational flow would have S = -1 while an

that, although the shear and the curvature unstrained rigid body rotation would have S
act uniformly on all turbulent motions, it = 1. Equal rates of strain and rotation, as
is the larger motions which are the most in a rectilinear shear flow, result in
strongly affected. In the higher wavenumber S = 0. Rapid distortion analyses have been
range (kiL 10) the distribution of energy performed by other investigators for these
differed little from that in isotropic three flows and some of the results may be
turbulence and the coherence was small. At relevant to the present flows.
the low wave numbers, the spanwise and
transverse components of the energy spectrum Townsend (1976) has calculated the
were, in most cases, an order of magnitude redistribution of isotropic energy amongst
lower than the streamwise component and the the three components of kinetic energy due
coherence of the streamwise and transverse to an irrotational strain whch would appear
motions varied widely from values as high as to correspond, in the present context, to a
.9 to as low as -.4. flow with S = -1. The overall trend is a

decrease in the streamxise component of the
In an attempt to understand the kinetic energy and an increase in the

observed effects of curvature we will first transverse and spanwise components,
separate the spectra into a low wavenumber especially the transverse one. The
range (kLu < 1) and a high wavenumber range predicted shear correlation coefficient,
(k1L. > 1). Hinze (1975) suggested that the uv/u'v', between the streamwise and
mean vorticity, dU/dn, of the flow could transverse velocity fluctuations reaches a
only be expected to have a significant maximum of .45 after a small amount of
effect on the distribution of energy in wave strain.
number space if it is of comparable
magnitude to the root mean squared None of the present experimental flows
fluctuations of the vorticity, j (e/v). Weak were irrotational on the mean, but the flow
mean shear would only serve as a supply of with the least rotation had S = -.27.
energy and one might expect a nearly Figure 4 shows that the strength of F (k,)
isotropic spectrum, similar to the Karman increased relative to F (k.), while F W(k,)
interpolation formula and including a -5/3 showed little change from the rectilinear
slope in the inertial range, if the Reynolds shear flow (Figure 5). The coherence for
number were large enough. This prediction this flow (Figure 6), was as high as 0.9 at
would presumably be most relevant for its maximum and the self-preserving nature
relatively small-scale motions. However, at of this flow seems to suggest that this
the lower wavenumbers, the spectral density coherence would not decline with further
of the dissipation is relatively small and strain.
the turbulence distortion could be weak
compared to that due to the mean shear. In When S = 0 the rates of flow rotation
this wavenumber range the distortion would and strain are equal and the vorticity is
be strongly influenced by the mean shear and turned away from the principal axis of
the turbulence could perhaps be considered strain in such a way that the material lines
as passive. Similarly, the importance of of the flow become parallel with the
mean flow curvature would depend on the streamwise direction. Analyses of this flow
instantaneous curvature of the turbulent by several authors (Hinze, 1975) predicted
motions which presumably would increase with a rather complex development for the
increasing wavenumber. The present turbulence, but, also an increasing
experiments were designed such that %u << R concentration of the kinetic energy in the
and in no case was L. > .05 R,. However, streamwise component and a corresponding
rough estimates of the spectra for the reduction of the transverse and spanwise
present flows are presented in Figures 3 to components. The overall shear stress
7 for wavelengths up to .5 Rc. correlation coefficient, uV/u'v', was found

to reach a maximum of .6.
Attempts have been made to explain the

observed development of turbulence in terms Each of the present flows at the start
of mean flow distortion. In rapid of curvature was a rectilinear shear flow (S
distortion theory, the development of the = 0) with a self preserving structure. For
turbulence is assumed to be completely these flows, Fu(kl) was nearly an order of
determined by the mean distortion but, in magnitude greater than F (k,) and Fww(k) and
other approaches, some model of the effects the coherence had a maximum of .7 without
of turbulence on its own evolut3.n is useu. any indication of decline with further

strain.
If we neglect the direct effects of the

mean flow curvature on the distortion of the When S = 1 there is no straining and
turbulence and concentrate on the low energy cannot be extracted from the mean
wavenumber motions, then the mean distortion flow by the turbulence. A partial analysis
can be considered as the sum of a mean of this flow is reported by Townsend (1980)
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who suggests that the kinetic energy of the
flow is constant but that components of the Townsend, A.A. (1976) "The structure of
velocity fluctuations oscillate about their turbulent shear flow", 2nd Ed., Cambridge
initial values at a rate which depends on University Press, Cambridge.
the orientation of the waves and the mean
rotation rate. Wyngaard, J.C. (1968) "Measurement of small

scale turbulence structure with hotwires",
The present flow which is the closest J. Sci. Instr., 1, 1105-1108.

to rigid body rotation on the mean is that
with S = .65. The overall kinetic energy of
this flow was decaying because the viscous
dissipation exceeded the turbulence
production, however, Figures 4 and 5 show
that F.(k ) and F6w(k) were declining faster
than F (k,) and the coherence shown in
Figure 5 had the opposite sign compared to
that in rectilinear shear flow. Measurements
of this flow were not made for sufficiently
large total strains, so that it is uncertain
whether this structure was self-preserving
or it was a result of oscillations of the S u 'd', k. R sgns Symbol

type suggested by Townsend (1980). --

The distortion of the other four flows
could be considered intermediate between the 27 20 2 4500 370 63 a
extreme cases discussed above, each having - 1 52 2 2900 340 49 0

- 07 30 5 770 160 51different proportion of flow rotation and 0 64 0 2100 280 45
strain. The structure of the low wavenumber + 07 27 5 470 115 32 x
motions showed a trend of increasingly + 1 53 2 880 170 30 0

negative coherence of the streamwise and + ____ 2 68 270 0 5

transverse motions with increased rates of
flow rotation but the effects were not Table 1: Characteristics of the flows,
proportional to S; the structure was more (Uc 10 m/s).
strongly affected for S > 0 than for S < 0.

6. CONCLUSIONS

Neither shear nor curvature appear to
have a direct influence on the fine
structure ot turbulence, while they both
tended to increase the aaiisotropy of the
large-scale structure. Negative values of
S tended to enhance the relative strength of
the large-scale transverse motions. Flow
curvature modifies the coherence of the
streamwise and transverse fluctuations so
that momentum is more likely to be
transported away from the center of
curvature. For flows with negative S this \
enhances the coherence while for small
positive S it diminishes the coherence. For
flows with large positive S the curvature
effects overcome the tendency for momentum R, R,
to be transported down the gradient of mean
velocity and there is a net transport away
from the center of curvature. s
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ABSTRACT an extenisive data set The appropriate refe: ence fi aim foi

analysis of the data is not apparent because tile flow direction

The ,icocit\, field above a laige spirnnnig dsk has beeni Vles ini all three (lilections.

shludied osiiig fliessure probes and fiotisie aiieiionicei s The) \,e chose to investigate the flow on a rotating disk to shn-

lomi eld (onsists of a thu ce-dimiisional boundary layei due to plIify the analysis of the resulting data. There is no extei nally

a ci o.silo%% caused by ceiitiifugal forces. Thel( mnean flow in bothi imposed pies., it(e gradient and the flow is axisymm ieti ic so at

thec laninar andl turbulent tegines (onupaics well with pi evions miost only ':wo space coordinates are needecd to (lesci ihe thie

st ild es ol~f i ite' stiooth Iiot atinig disks, and all six II cy nold, ex peiinient. Ini add ition, variations in the radjial direction at(e

st i sses and~ thle teii tiile pio Iots has e becen naso i ci usinhg vi y slow i.vid call be neglected excepst heal t iansi tioii. 'I'llic

esta abIis Ished rossNs ite a I cii on iet , tek liiques. Selci ted rcv ult d isk flow does develop a substantial skewing across the houndl-

aile comipared to pres Ious t Ill cc-dil ieniisioiial boun da) i I s i m:y laiyer. At its peak the radial velocity component real iie,

:::casieieiits aiid ses ci al imp11):taut dilrcieiics ate inoted a level (of 11% of the local dlisk speedl. Ani added advantage of
using a dlisk to investigate 3DTI3L's is thatt It( leIeytiolds unil-

INTRODUCTION bei cain he lianged easily 1,y Viiyi g the disk speed. Tlhci e ai
key d ifliences, though , between a dlisk lsoiiulaiy layer ex per-

'lh I c-dilliensioinal tilt bilfeni hoiiidi s layvl : DTM)'Fhl) initent aiid pies'ious 3DT3L expei imient . Fiist , filie skewing
ale e~oingthefocs o in ivwd esct~l ineiet, s nod- is always piesent rather thaii developing as a prt-sire-iiiduced

ef ci s ict og i ze their pi acti al i 119)01taii It an d the key' di f- peit 1irbatioiin. ciutr~ieiema viIual ec tt

ci cinccs bet weein thein andl thiir n110: familiar couiuii, *tle o iiI ii nwt the ipsdt e-d iisoaIsiai i

two- (hi milnslolial boll Tidal N avers 'fhe tei in t ht: c-d dI ilie; I Sloil al Fin ally, flow lotation adds tile coimplexi ty of the Col 1111is el -

1)1)1 :da la ye1r geiierally mnealis a wail- at td(bed sliva i fay in fects to the basic eqleatioli set.

swhichi thle floss directioni sal is with distance from thle wcall lhuiecivsotepestiasrlipg.iiaetoii-

T11l1s. iega d less, o~f the (hoice of coordlin ate system. hoth Ii51- ply detailed l meanl velocity data and ti blilce ii csui lenlivts

lo( ity om~poinents5 parallelil to the wall valy V 5it hi ist aiice fioiii ill) to) tliid(-or(er quantities. WVe wisi. to assess if th iis 3DIT'Ill,,

the alaidbt wall-psi ahlel '.orti(ity onpoiieits al ig- v iiiI iesumnably has leachied aii equiilibriumi state, is fiiida-

i::icanit meintally different iii its tillhoilence piopert ius I hall weli uiiol-

Ile tudiiriicie in tilice-dimleuisional bonidliy layel s hias stomud21Tl.

1we10 stuidiedin a variety of geomiletries ilInluinlg flow af)-

plioaclinlg a swepit foiward-facing step), (Johinstoni, 1970), flow EXPERIMENTAL APPARATUS

in ducts stimulaiting ilifiiiite swept wiings (1 Elsenaar anlilovisiina,

1974I, van deni Bet g t ofl. 1975, 131 aishass aiid Pont ik-os, 1985). Thie expertIilienital l Altll sConsists of a I iilictel 111, lic-

loss% appiollching obstacles (DIechow aiid Felseli, 1977, Aiidci- tel aliiniinim disk iiiotcd oii a vei tical spindle The, 1 i un1it

son1 aiid E atonl, I 989) and axial flow along a iotating cyliii- thut k dhisk was p1 ciision miachiined and lapped to allow onily

dci (Di 1ver a11(1 Johniston, 1990). Ini additiin, thicie have ±20 /tinl vel tial dcviat ioiis whlen the dhisk iit atcs. 'Ile disk

been several ieci ii attempts to expflore tliice-diniieiision-I ef- spill is t Speeds up1 to 1100 IP NI which col ic5 11)11 s In a1 ip

fein ts oil tulrble1cme using dIirect nu1merical simulation (S pal ai t, h-yiiolds n iiiei cf 1 .8 m~illIion.- It is dtiveii by a 2 11 i) D)

I 9N9, Colemani et al. 1I990). Ili cases whei e an inmiti ally two- intli tli iougli a belt dti e to avoid vibraitions. Th Iiin11oio is

diiimensional boun1 idary layer is tumii d, thuis becoin g tI iree- equlip ped withi solid state speied conitrol ailobwyinig simlooth val i&a

d1111elisional, it is geniiially found that the vectoi foinicd by tin of the disk 5see-I uiidvr luauial or comipiuter (oiitriil Ti fe

the shevar sti ess coim)potients piarallIl to the wall lags behin 11)1 Iotat inig assemibly was cai efllly halani d by vii tili' of its wei

1,1% Lidi 04 WU Vt'LLUi. 1115, 4 is fitiniiity founid d01 t tim,; 61q, il 1 lhifactli(" cinid tlicii is no inic5ahi shlc vihi ation a an

tul bulent sheai stress levels are reduced relative to the tiirbu- opelitiiig speed~.

lent kinetic energy. It is not clear if this latter effect is caused A fixed aldi aproii appi oxiinat,!y 0 3:1111~ sull il I oiiiih

bsy sudd~eni turninig of the flow or if it is a general feature of all tI e disi, to cli mi iate aiiy in teractimi hetwee ii tie( bou)1111 iy

boilli dat y layers coiitaiing mnean flow thIlCe dimi ensioniali ty. layers onl the top) alld hottoini surfaces. TIhe iottoll sil ii fv

It is dIifficult to extract general conclusions froni the suth of i hnis iii a closed cavity to avoid (rea,,iig aiiy idistili haiti iii thle

the pies'ions experiments because they are often u onplik ated test cell. A set of 1 4 spiral-sI a~m ! vaties aie 111i inuti d urn] dwi

by extraneous effeu ts such as streatow ise pressure gradient upphil siirfmc of till, ap oii to reii ove thet alignl lo sni -1liiin

Ailnd spaliwise iniotnogeiieity In miany 31DI1 e x per ients oh thle flow leav inig the disk. We oo)ser veil lo sigii tilt, siviI

all thiree slmc coon i notes ai e signifhicanit aiid aiiy aiialysis of iii the 2.4 fin by 2.7 iii by 3.4 iii isol ationi telI widthe i V.Lli 5 ill

thle IHeynolds stress ti.1-.rnot equlatioiis, for inistanice, requires plaice.
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All experiments are conducted under the remote control of of each wire are acquired in each of the four probe orientations.
a data acquisition system consisting of an IBM PC-AT with a The measured Reynolds stress and triple product tensors are
Metrabyte DAS-f I multifunction card and an SSH-4 simulta- then rotated into appropriate coordinates. The uncertainty
neous sample and hold. The computer controls the disk speed involved in the Reynolds stress data are similar to those re-
and all the measurement systems. Probes are postitioned by ported by Anderson and Eaton (1989) near the disk surface,
a stepper motor traverse mounted on a 1" X 3" beam located but farther out in the boundary layer the local turbulence in-
1 meter above the disk surface. The traverse can rotate the tensities became quite large. Therefore the measurements in
probe around its stem axis with a resolution of 0.90 and trans- the outer part of the boundary layer are subject to question.
late it normal to the disk with a resolution of 1.6 pm. The analysis of Tutu and Chevray (1975) suggests that the

Mean flow data are acquired using a three-hole probe in a crosswire is subject to very large errors for turbulence intensity
nou-nulling mode as described by Anderson and Eaton (1987). greater than 35%. However, their analysis predicts a strong
The dynamic and differential pressures are measured using disagreement between single-wire and crosswire measurements
a Setra model 239 (± 1.0 "120 range) or a model 264 (0- for large turbulence intensity. Figure 1 shows a comr arison of
10 "H20 range) for high speed dynamic pressure. The trans- 1 0 1
ducers are thermally insulated to minimize drift and are cali-
biated against a micromanometer before each run.

Three different hotwire probes are used. Each probe is 08
mounted in a gooseneck stein allowing yaw of the probe with-
out moving the measurement volume. The single-wire piobe
uses a Dantec 55P05 boundary layer tip strung with Dantec 06 

gold plated 5 Imi platinum coated tungsten wire with an active P,
length to diameter ratio of l/d = 250. The cross wire probe was .
custom built. It uses 2.5 pin platinum coated tungsten wire 00
which has been copper plated and subsequently etched for an S
active length to diameter ratio of l/d = 200 The wire spacing 02 o C
is 0.35 mi. The crosswire can be rotated about its axis in 450

iiceinents allowing determination of all six Reynolds stresses.
The third probe is a custom dual wire probe which has two 0 I I
wiles at ±45* to the stem axis in the same plane, parallel 0 2 4 6 a 10 12 14

to the disk surface. This probe is used to provide redundant ¥/52
measuiemnents of the flow direction, and was strung with 5 /in ligure I: Comparison of measured turbulence intensity be-
platinum coated tungsten wire, copper plated and etched for tween single boundary layer probe and crosswire.
an active length to diameter ratio of l/d = 200.

All hotwes are operated in constant temperature mode the longitudinal turbulence intensity as measured by the two
by a TSI IFA-100 unit modified to eliminate the built-in lin- he agrenal turbulence inten
eaiizers. The signals are DC shifted and amplified to utilize pioes. The agreement is excellent out to a turbulence inten-
the full ±5 Volt range on the Metrabyte A/D. Noise is fil- sity of at least 60%, and even beyoid this point the differencestered with a Frequency Devices niodel 901F1 low-pass filter aie of the opposite sign than predicted by the analysis Laser
Tteswith cl te ue Deies mctolele s01Flow-is ssaltor Doppler measurements now in progress should shed light on
The test cell temperature is not controlled so it is necessary to this pioblem but for now,. the Reynolds stress measurements
calibrate the hocwmres for both velocity and temperature vari- should be tieated with caution in the outer part of the bound-
ation. This is accomplished by a portable jet apparatus which shouldyete
is placed on the disk and allows precise control of the flow tem-
peiature and velocity. A temperature dependent calibration
is obtained by varying both the temperature and velocity and RESULTS AND DISCUSSION
fitting King's law in a modification of the temperature correc-
tion suggested by Cinbala and Park (1990). In this imple- The mean velocity and turbulence measurements are pre-

mentation, the original form of King's law, Nu = a + b. Re'  sented in a reference frame rotating with the disk so the ve-
is used, with fluid properties evaluated using the film tempera- locity profiles appear similar to those in a typical wind tunnel
tuie T7 = (T + T,). The calibration is then of the following experiment. This also gives direct mathematical formulation
foi 111, of the Coriolis effects, and allows the centrifugal forces to be

included into the pressure term. The frame of reference is
[B 2 / 21 /n defined with its origin at the radius of interest and is right-

SV(P(m,) k7. (T. - T.) E01  handed with +Y directed upwards from the disk surface, +Z
pointing at the axis of rotation, and +X directed in the cir-

Thns calibration is implemented using an empirically obtained cumferential direction.
wie temperature specific to the type of wire, then B and E.' One unwanted consequence of the transformation is that
aie found with a least squares fit. The typical RMS devia- small uncertainties in measured flow angle close to the disk
tion of the fit from 20 calibration points varying from 1 to lead to very high uncertainties in the flow angle viewed in the
40 m/s was 0.2% at a single temperature, and < 1.5% for a rotating reference frame. This is due to the fact that once the
temperature which varied 10°C. local disk speed is subtracted from the measured velocity, the

The mean flow velocity and direction are measured using measurement uncertainty is retained as a percentage of the
tliee different techniques, the three-hole probe corrected for (large) measured value. For this reason the experimentally
shear and wall proximity, the custom dual wire probe, and measured mean vales Lend, to show much more scatter close
finally by yawing the single-wire probe in an automated ver- to the disk than the scattc. mI she turbulence statistics, which
sion of the Cham and Head (1969) technique. For mean flow are not subject to this ,ftct.
measurements, 4000 samples are acquired at 100 Hz. The Both laminar and turbulent cases were examined. The
crosswire probe is aligned with the previously measured mean laminar cases are not shown here because they were used pii-
flow direction at each measurement point then 10,000 samples maril for instrumentation qualification. Agreement with an
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Table 1:, Disk Flow Turbulent Cases
Sym'bol Radius / Re U. [m/si 699 [nmn] 62[mm] H Res2  U [m/s V/U. [Im]

It = 0.235 inl Re = 400,000 26.13 11.60 0.978 1.342 1657 1.206 12.8

R = 0.356 in
I ] Re = 650,000 28.22 19.22 1.457 1.290 2662 1.255 12.3
( Re = 9410,000 41.01 20.05 1.456 1.269 3839 1.750 8.9

R = 0.421 in
Re = 650.000 23 72 21.04 1.712 1.298 2645 1.051 14.6
Re = 1,000,000 36.72 20.61 ] 1.641 1.282 3903 1.556 9.9
Il e = 1,300,000 4814 20.39I 1.594 1.270 4969 1.997. 7.7

analytic solution was excellent for all three probes especially is in the -Z direction. These measurements resemble previous

at the inner radii where the disk appeared to the flow as if it 3DTBL experiments plotted in freestream coordinates.
weie indeed infinite. The turbulent cases to be presented here It is always difficult to gain a physical understanding of the
aie listed in Table 1, along with integral properties of the flow p. crn of the turbulent fluctuations from single point statis-
in the X diiection The integral properties were calculted by tics, and even more so to compare results between experiments.
diect numerical integration of the measured velocity profiles In the process of Reynolds averaging the Navier Stokes equa-
and the skin friction was calculated using the two-dimensional tions, quantities (Reynolds stresses) result which are the con-
law of the wall with tc = 0.41. It is apparent from this infoi- 07

mation that iclatively high Reynolds numbers are produced
with a small experiment, due to the high speeds involved. 0.6 o- Re .400,000 -" 235

05 o 0 Re -650,000 r.0 356
25 - aRe - 1,000.000 r-O 356

04 [o ORe - 650.000 r.0 421
20•0 0 Re. 1,000.000 r.0 421

20 03 -- tRe- 1,300,000 r.O 421

02 a

*15-
Re - 4O.000 r-0 235 01

oRe 650,000 r-0 356 tq CA

10 O Re - 1,000,000 r.O 356 0 . . . .. . ... '-

/ I I Me . 650,000 r=0 421 0 -

0 fie..1,000,000r-.0421 0 2 4 6 8 10 12 14
ARe . 1.300.000 r-O 421

1 10 102 103  10' Figure 3: Primary Reynolds stress 'v- , normalized by the
shear velocity.

Figue 2 Me n ci cucumferential velocity in wall units 07 -=-r--TrT--1--- yrT- ,

Figuie 2 shows the mean flow nofihes in the +X diiection 06
plotted using wall scaling. One immediately notices the lack Re -400,000 r-0 235
of a wake component, which is likewise absent in the data of 05 C Re - 650,000 r.0.356

Chain and llHead (1969). This is not the result of a favo- 04Re1,000,000r.0356

able pressuie giadiemnt, since the X direction will not support 04 7 oRe -650,000 r-0 421
O Re - 1,000,000 r-0 421

a icn pressuie gradient. but instead may be taken as in in- "Y 03 7 ARe, 1,300,000 r.0 421
dication of structural differences between this 31)TBL and the 3:
typical zeio pressure gradient 2DTBL. - 02-

The primary Reynolds stress u7-- is shown in Figure 3, 0
noi malized with the circumferential shear velocity. It appears 01
much the same as a zero pressure gradient 2DTBL, and totally 0 .

unlike the 3DTBL flows in Table 2 which all exhibit a peak
away fioni the wall The effect seen in other 3DTBL's can not -01 . , I ,
be ascribed only to aii adverse pressure gradient, but is also 0 2 4 P 8 10 12 14

the result of some type of structural change in the turbulence Y/52
which will be discussed more fully below. Figure 4: Secondary Reynolds stress ;'--, normalized by the

The secondary Reynolds stress 7w7 is shown in Figure 4, siear velocity.
normalized with the circumferential shear velocty. This quan-
tity is a measure of the effect oii the turbulence of the spanwise sequence of average momentum transport by the fluctuations.
stlain, so it is identically zero in a 2DTBL. It is interesting In attempts to form 'closure' models for these terms, several
to note that ; has a nearly constant value in the locations quantitative relationships between the various turbulent quan-
the crosswire could acquire data, but must change sign closer tities have been found to have a predictable value or behavior
to the wall in order to approach the wall shear stress value as in a certain type of flow. These 'structural parameteis' al-
expected. The sign change is necessary because the spanwise low similarities and differences in fluctuating fields and thus
mean velocity profile has a maximum, and therefore the outer the physics of flowflelds to be compared. Selected structural
layer sees the opposite shear than the inner layer. The sign of indicators from the present flow w2:l be compared to previ-
the stress is positive in the region plotted because the crossflow ous experiments listed in Table 2. It is important to note
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that three major categories of 3DTI3Ls are represented. infi- foi the outer radius. The consideration of this effect combined
nite swept wing, obstacle, and shear driven. These combined with that in Figure 5 leads one to the conclusion that irrota-
with Kiebanoff's classic 2DTBL should represent the current tional (inviscid) motion plays an even bigger role in the outer
state of knowledge of the effect of three-dimensionality on an region of the disk boundary layer than in a wind tunnel layer.
initially 2DTBL from wind tunnel experiments. 0.20

Table 2: Reference Experiments

_Symb. Experiment Flow Type/Designation °O R R R R
_A Anderson/Eaton (1989) Obstacle, Case I St 4 0 15 o

P Bradshaw/Pontikos (1985) Infinite Wing, X=1092 M o 0 P P
R Driver/Johnston (1990) Shear Driven, St 9 - -6$ % 1, EnRke ER . 'n, 1 E, PE l Elsenaar/Boelsma (1974) Infinite Wing, X=1095 - 0 10 r5  P A A 0 Cb 0
K Klebanoff (1955) 2DTBL Reb2= 8000 - . 0 0 A d 0 oA

A 1AAA
0  

0 0

The ratio of streamwise normal stress to vertical normal 005 - 00
stiess appears as Figure 5, along with comparisons to the ex-
penniets listed in Table 2. This ratio is a measure of the
boundary layer's preference for streamwise fluctuations com- o , , I I , , I
paied to fluctuations normal to the wall. A high value implies 0 2 4 6 8 10 12 14 16
that stieamwise fluctuations are dominant over wall-normal y/82
events, pointing to a decrease in eddy coherence. The behav-
io1 seen in each of the 3DTBL experiments, along with the Figure 6: Ratio of shear stress magnitude to twice the turbu-

0 seen in each of te exper ts, a g wh t lent kinetic energy. (Symbols as in Tables I and 2)

One of the most common approaches to closure is the as-
sumption that the Reynolds shear stress responds linearly to

8the imposed strain rate. The constant of proportionality is
known as the eddy viscosity, because it is analogous to the

6 0 0 molecular viscosity when inserted into the mean momentum- 0~ 0a equation. The ratio of the relative effectiveness of the turbu-K P C), 0A 0 A 0 o lence in transporting streamnwise and tie spanwise momentum
- 0 'A 0 is defined as:

.' Z , A, N, (-,- =,

E r: K U I E E if E tanb,-V - yb)2 R n K K E The angle -y, is that of the local mean velocity, 7 , is the angle
IK of the velocity gradient ,ector, and y, is the shear stress vector

0 L angle. This may also be thought of as the ratio of local span-
0 2 4 6 8 10 12 14 wise to local streamwise eddy viscosity. The values obtained

Y/5, foi N, are shown in Figure 7. These data exhibit more scatter

Figure 5: Ratio of streamwise normal stress to vertical noi mnal than most of the other plots because they contain derivatives
ts (of expeiimental data. As concluded by Anderson and Eatonstics. (Symbols as in Tables I amid 2) (1989), low values in N, (as low as 0.2) are observed in sharply

2DTI3L experiment of Klebanoff, show a nearly cotistant or tu mid experiments such as shear driven or obstacle flows, and
mootonic decrease in this ratio moving away from the wall. a value closer to one in slowly turned flows like the infinite
E,6iy case from the present experiment shows a clear peak in wing. This implies that the disk flow more closely resembles a
the outer region of the boundary layer. The height of this peak slowly turned flow or equivalently one which has more time to
is seen to decrease and perhaps move outward with increasing relax to a new state after the imposition of crossflow. The val-
Rlc iuolds number at a given radius. This implies the structure ues near unity indicate that an isotropic eddy viscosity should
of the boundary layer is substantially different from the other perform well, and this was indeed the case for a simple cross-
experiments, but has not reached an asymptotic state. 1 2

Another commonly investigated structural parameter is the.o o
ratio of the vector magnitude of the shear stress to twice the A. 0
tuibulent kinetic energy: 10 A

;%, D OO0

A 2 -/ -1 ±w 2  08 O ~OAA
A_ 0

q2 06
This parameter is approximately constant at 0.15 in a 2DTBL
evem when the layer is strongly distorted by pressure gradient. 04
The wind tunnel experiments plotted in Figure 6 show the
typically observed trend that three-dimensionality depresses A

A near the wall, and this depression diffuses outward. As 02
noted above, A, is not strongly affected by pressure gradient
alone, and the general agreement among 3DTBL experiments 0 2 4 6 8 10 12 14

imllies that three-dimensionality affects the flow structure in

this qualitatively predictable fashion. The disk flow is vastly 2
diffeent, showing A, to decrease almost linearly with distance Figure 7: Ratio of eddy eiscosity in coordinates aligned with
from the wall for the inner radii, and at least monotonically the local mean velocity. (Symbols as in Table 1)

30-4-4



flow calculation for the disk flow reported by Chain and ]lead
(1969).

One might suspect that the outer region of the boundary REFERENCES
layer is dominated by Coriolis effects. The Reynolds stress
transport equations for a rotating coordinate system show that Anderson, S.D. and J.K. Eaton, (1989) "An Experimen-
Cotiolis effects act to redistribute the Reynolds stress among tal Investigation of Pressure Driven Three- Dimensional Bound-
the various components of the tensor. This could lead to the aiy Layers," JFM, Vol. 202, pp. 263-294.
icreasig values of n' 2/v' 2 observed in the outer layer. If the Bradshaw, P. and N.S. Pontikos (1985) "Measurements in
outer region were dominated by Coriolis effects, then w' and the Turbulent Boundary Layer on as 'Infinite' Swept Wing,"

' fluctuations must be negatively correlated. lowever, the JFM, Vol. 159, pp. 105-130.
correlation coefficient for 177 was calculated and is strongly Coleman, G.N., J.H. Ferziger, and P R Spalart (1990) "A
pusitive in the outer layer, indicating that Corioli Ifects are Numerical Study of the Turbulent Ekman Layer," JFM Vol.
not a major factor. This then supports tire conclusion that the 213, pp. 313-348.
outer region is dominated by irrotational (inviscid) motions, a Chai,. T-S. and M. R. Head, (1969) "Turbulent Boundary-
conclusion also supported by Chain and Ilead's (1969) mea- Layer Flow on a Rotating Disk," JFM, vol 37, part 1, pp. 129-
suietnent of reduced entrainment. 1,17.

It renains to address the cause of the reduced level of shear Ciibala, J M., W.J. Park (1990) "A Direct IHot-Wire Cal-
stics in the disk boundary layer. Bradshaw and Pontikos ibiation Technique to Account for Ambient Temperature Drift
h pwthesized that turbulent eddies formed iu a 2D boundary in Incompressible Flow," Experiments in Fluids, Vol. 8, pp.
layer ate tilted out of their preferred orientation by the inposi- 299-300.
tiomu of three-dimensional skewing Implicit in their discussion Dechow, R. and K.O. Felsch (1977) "Measurements of the
was the assum)tion that normal boundary layer turbulence Mean Velocity and of the Reynolds Stress Teisor in a Three-
would eventually de'elop if the 31) strain field remained con- Dimensional Turbulent Boundary Layer Induced by a Cylin-
starit foi a long enough distance. Anderson and Eaton (1989) der Standing on a Flat Wall," Proceedings of Symposium on
theuized that the turbulence is stabilized in the region 6f peak Turbulent Shear Flows, April 18-20, 1977, University Park,
turbulence production by tire presence of crossllow Eaton Pennsylvania, Vol 1
(1991) took this further, stating that production is reduced be- Diiver, D.M. and J.P. Johnston (1990) "Experimental Study
cause a fraction of the los speed streaks in the boundary layer of a Three-Diniensional Shear-Driven Turbulent Boundary Layer
at eliminated b) the crossflow and because longitudinal vor- with Streamwise Adverse Pressure Gradient," NASA TM 102211,
ti(es ate attt ruated by the crossflow. Implicit in this argument and Thermosciences Division Report MD-57
is the assumption that boundar) layer turbulence developed Eaton, J.K. (1991), "Turbulence Structure and Heat Trans-
i a three dimensional strain field is inherently less efficient at fer in Three-Dimensional Boundary Layers," 9th Symposium
extiacting energy from the flow field The present results sup- oil Energy Engineering Sciences, Argonne National Laborato-
pot the latter hypothesis. The value of A, is suppressed below ries
norral 2D levels even though the entire boundary layer (level- Elsenaar, A. and S.HI. Boelsma (1974), "Measurements of
opincnt occurs in a nearly constant three dimensional strain the Reynolds Stress Tensor in a Three-Dimensional Turbulent
field. Boundary Layer Under Infinite Swept Wing Conditions," NLR

TR 74095 U.
CONCLUSIONS Johnston, J.P. (1970) "Measurements in a Three-Dimensional

Turbulent Boundary Layer Induced by a Swept, Forward-Facing

Tile disk boundary layer, while subject to Coriolis ef- Step," JFM Vol. 42 pp 823-844.
fect,, al)pears to be a good configuration for studying the fun- Johnston, J.P. (1973) "The Suppression of Shear Layer
daineital liysics of 3DTBL's. Many of the effects observed m u'llbulence in Rotating Systems," J. Fluids Eng., June, pp.
wind tunnel 3DTBL's are also observed here. The A, struc- 229-236
tuial parameter is less than in comparable 21) boundary lay- Klebano(f, P S. (1955) "Characteristics of Turbulence in a
ers and a small lag in tile shear stress direct;o behind the Boundary Layer With Zero Pressure Gradient," NACA Report
mean velocity gradient angle was noted, behaving not unlike 12,17.
a slowly-turned three-dimensional boundary layer. Spalart, P.R. (1989), "Theoretical and Numerical Study of

Some of the results nmust be treated with caution since the a T,ee-Diiensronal Turbulent pou.dary Layer," FM, Vol.
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tainty. Laser Doppler measurements now underway should Tutu, N.K. and R. Chevray (1975) "Cross-Wire Aneiom-
resolve such questions. Additional length scale measurements etry in High Intensity 'urbulence," JFM Vol. 71, pp. 785-800.
should cast further light on the structural features of the bound-
ary layer.
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ABSTRACT. Concerning triple velocity correlations : when

the Launder, Reece and Rodi (1975) second order
The mechanism of turbulence transport is model was used, the value Cs=0.11 usually
studied using a Large Eddy Simulation of a retained in the expression for the triple
shearless turbulence mixing layer, correlation
subjected to solid body rotation. The
behaviour of both transport by triple <UCUJUk> =-Cs(<UkUr>u - + a<U Ur ,Uk>

velocity correlations and transport by C a Xm iXnm

pressure-velocity correlations is found to +<U,Um -)(1)
be completely different from what is ax

found without rotation. A modified one- in which k=1/2<q 2 >=1/2<uiui> is the turbulent
point model, that accounts for the effects kinetic energy and s its dissipation rate, was
uf rotation, is proposed for the triple found to be qualitatively suitable but lead to
correlation transport terms. underestimated values of <uiuiuk>, in particular

on the small scale side of the mixing layer when

1. INTRODUCTION strong effects of intermittency are present. A
correction to account for intermittency effects

In a previous study, the mechanisms responsible was proposed (Shao and Bertoglio, 1991).
for transport of turbulent kinetic energy and
transport of the components of the Reynolds Similarly, in the case of the k- model, the
stress tensor were investigated in a simple case expression
of inhomogeneous turbulence : the case of a Ck2 k
shearless turbulence mixing layer, in which two <UiUaUk> _ - k
nearly homogeneous fields, having different 2 =k E k(2)
energy and length scales, were put side by side
and were interacting (see the sketches in was alto found to underestimate triple
figures 1 and 2). The study was made using a correlations on the small scale side when the
Large Eddy Simulation (Shao, Bertoglio and classical value (7k = 1 was adopted.
Michard,, 1990). Results were found to be in
qualitative agreement with the experimental Both the Cs constant in the case of the Reynolds
data of Veeravalli and Warhaft (1989). stress model and the uk constant in the case of
Comparisons with results of the classical one- the k-e model, were found to underestimate
point closure models, like k-s and Reynolds transport effects. A possible explanation is the
stress models, were presented in another paper following. The shearless mixing layer can be
(Shao, Le Penven and Bertoglio, 1990). The main suspected to be the case in which transport
conclusion of the study was that triple velocity mechanisms, acting alone without interacting
correlations were found to be responsible for with other effects, are the most efficient. One
the energy transport and that pressure-velocity can imagine that when other effects, like shear,
correlations were found to tend to strain or rotation, are present the build up of
counterbalance the triple correlation transport, triple correlations can be strongly inhibited. The
their effects remaining small. present study is aimed at investigating how

transport mechanisms are affected when
a; T 1 rotation is present. The effect of solid body

rotation is considered. The reason for the choiceof rotation as the first external effect to be
L 2 ~studied is not only that it is the simplest effect

1 .2that can be introducei in a Direct Simulation,

LMxnL2 but also that it has important applications for
Fig. 1 Exp. Fig. 2 box cube inhomogeneous flows of practical interest, like

swirling flows, and flows in turbomachinery.



2. EFFECTS OF ROTATION ON TURBULENCE applications to the behaviour of flows inside the
blade to blade channels of centrifugal impellers.

The influence of rotation on turbulence is a Either stabilizing or destabilizing effects can
complex mechanism, and different consequences occur when rotation is in the plane of the shear,
of the presence of rotation can be identified, depending on the sign of rotation compared to
whose importances vary depending on the the shear. These effects are taken into account
different situations that are considered. Betore in Reynolds stress models at the level of the
describing the problem addressed here, one can production and the Coriolis terms. The major
briefly discuss the various effects of rotatior,, problem is then whether models for the pressure
and summarize the various modifications that strain correlation properly account for rotation.
are usually introduced in simple models to Even if existing models are not suitable for
account for these effects. every value of the rotation rate compared with

the shear rate, they lead to satisfactory
The effect of solid body rotation on predictions, at least qualitatively (see Bertoglio
homogeneous grid-generated turbulence is now 1982 and Speziale et al. 1990). When other typos
well identified. If turbulence is initially (f mean gradients are considered, more complex
isotropic, the action of rotation typically takes effects can be detected (plane strain : "elliptic
place at the level of the third-order velocity flows", or axial compression, see Cambon et al.
correlations in wave-space. Due to the fact that 1985 or Malkus 1990). It is beyond the scope of
Fourier modes are rotating about the directions the present paper to discuss these effects that
of the wave-vectors, a scrambling effect occurs are difficult to include in simple models.
in the triadic interaction between modes,
resulting in an inhibition of the build up of The effects of rotation summarized in the
triple correlations. Energy transfer from the previous paragraphs are effects that can be
large scales to the dissipative eddies is reduced. described in the framework of homogeneous
In the framework of one-point models, heuristic turbulence. Even if simple models are not yet
modifications of the e equation were prop;3ed to describing these effects completely, it is clear
account for this cascade inhibition mechanism that the mechanisms are, at least, well
(Bardina et al. 1983, Aupoix et al.1983). It has identified. Efforts are currently being made to
to be pointed out that, in this case, another devise improved models. The purpose of the
consequence of the presence of rotation can be present study in to investigate a different
detectad : rotation is also creating anisotropy. consequence of the action of rotation on
The obtained anisotropy is essentially a length turbulence, one which has not yet been studied.
scale anisotropy, and therefore the phenomenon We address the problem of an effect typically
is difficult to take into account in existing one- taking place in inhomogeneous turbulence : the
point models. Only models introducing influence of rotation on the transport terms of
information on the anisotropy of length scales turbulent kinetic energy and of Reynolds stress
or on energy distribution in Fourier space could components. The physical mechanism is, in this
permit a description of this effect. Efforts are case, essentially the inhibition of the build up of
presently being made along these lines (Cambon, triple velocity correlations at one-point. It is a
Jacquin and Lubrano,1991). mechanism taking place in physical space, and

not in Fourier space as is the case when the
In the case of initially anisotropic turbulence influence of rotation on homogeneous turbulence
subjected to solid body rotation, the anisotiopy is considered.
of the Reynolds stress tensor is directly
affected by the presence of rotation. The 3. STUDY OF THE INFLUENCE OF ROTATION ON
principal axes of the Reynolds stress tensor are TURBULENCE TRANSPORT TERMS
rotating under the effect of the Coriolis term. The study is aimed at understanding the
Furthermore there is a more subtle effect due to influence of rotation on the inhomogeneous
the rapid part of the pressure strain correlation. transport terms at the level of the equation for
This last effect is elated to mechanisms that the double velocity correlation. The transport
are easy to describe in wave-space, but difficult terms are the triple correlation : o/ax <uiujuk>,
to model at the level of one-point models.
At'tempts to take these effects into account are and the pressure term : a/axk<p/p(sjkUi+8,kUj)>. In
currently being made (Lubrano and Cambon, order to investigate the consequences of
1991). rotation in the case of a very simple

inhomogeneous field, a Large Eddy Simulation of
In '.e case of the sin.uitaneous action of a shearless turbulence mixing layer is
rotation and mean velocity gra'ients, the most performed in a rotating frame. The numerical
important effect is a coupled .ffect between technique is similar to the one described in
production by mean gradients and re-orientation Shao, Bertoglio and Michard (1990). Simulations
of the Reynolds stress tensor by rotation. This are run on a cubic box with periodic boundary
occurs, for example, when turbulence is conditions. The initial field consists ef two
subjected to a mean shear in a rotating frame. different homogeneous velocity fields put side
This case is particularly important because of by side. Z denotes the inhomogeneity direction,
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and Y is the axis of rotation (a parallel to OY). transport. The viscous terms essentially account
Subgrid scales are parameterized by using the for molecu!ar dissipation. Viscous effects also
model proposed by Chollet and Lesieur (1981). contribute to turbulence transport, but their
Due to the fact 'hat periodicity of the boundary contribution is not discussed here since it
conditions is assumed, two mixing layers are vanishes for high Reynolds number flows. The
simulated instead of one : one in the middle of last terms are Coriolis terms, whose trace is
the numerical box, the other one at the edges. No zero, since Coriolis forces are not producing
mean flow is present in the computation (see energy.
the sketch in figure 3). Computations are run on
regular grids with 643 nodes, using a pseudo- The equation for twice the turbulent kinetic
spectral numerical scheme. energy is:

Nurerical box cube D<q 2> a<wq2> 2 <pw> 4
. Dt- = Z '-Z--" - + Viscous term (4)

1Z Q a in which <wq 2> = <w3> + <wv2> + <wu 2>.
0 The important terms for the transport of

Li L€ turbulence are therefore <w3>, <wu2>, <wv 2> and
<PW>.L 1 L2 Fig. 3<w>

mixing layer The results of the L.E.S. clearly show that
rotation does reduce the triple correlation term

At the beginning of the computations, on the left <Uiujuk>, as shown in figure 4b where the
side of the box, a turbulent field with strong component responsible for the transport of <w2>
intensity and large length scales is introduced, in the Z direction, <w3>, is plotted as a function
On the right side, a turbulent field with lower of Z. In the present computations, turbulence
intensity and smaller length scales is first evolves without being subjected to
prescribed. The ratio of turbulent kinetic rotation between t=0 and t=0.04 s. Then rotation
energies between the two sides is nearly equal is suddenly switched on at t=0.04 s. The value of
to two, and the ratio of length scales is 12 is 50 rd/s, corresponding to an initial value of
appi ,.imatively two. This case corresponds to the Rossby number approximatively equal to 0.7
test case 64-02 in the steady frame study on the high turhulence side of the mixing layer.
proposed in Shao, Bertoglio and Michard (1990). In figure 4b the normalized quantity,
Results are averaged in planes of homogeneity, <w 3>/<w 2 > 3/2 , is found to first increase up to a
that is to say in (X,Y) planes. They are also value of about 0.4, reached at the end of the non-
averaged over different realizations in order to rotating phase (t=0.04 s). For larger values of
improve statistical sampling. time, this quantity decreases drastically : at

The equations for the double velocity ii-, t=0 08 s, it is nearly equal to the
correlations at one point, or Reynolds stress statistical noise (in this case, results are
tensor, can be easily written in a rotating averaged on 3 realizations only). In the same
frame. The important terms clearly appear in the case without rotation, larger values of

equations for the diagonal components. Taking <w3>/<w 2>3/2 were obtained (case 64-02 in Shao,
:,ito account the symmetries of the problem and Bertoglio and Michard, 1990) as shown in figure
homogeneity in the X and Y directions, we 4a where this quantity continue to increase
obtain : between t=0.04 s and t=0.08 s.

D<u2> -<wu
2> 2 Du In figure 5, the evolution with ti, 9 of the

Dt - 0 +-<p->+vicoustenn turbulent kinetic energy profiles is plotted. The
P +cases with (figure 5b), and without (figure 5a)

2 2 +Coriolis term rotation are compared. It immediately appears
D<v> 0wv > <->+viscouste (3) that higher levels of turbulent kinetic energySp y are obtained at the end of the simulation on both

D<w 2> <w3 > 2o<pw> 2 Dw sides of the box when rotation is present. This
I = - z-"-+ zp->+viscusterm is due to the inhibition of the energy transfer

+ Coriolis term between eddies of various sizes, an effect which
appears to be consistent with what is found in

The first two terms on the right hand sides are homogeneous turbulence. A more interesting
respectively, transport terms by triple velocity remark can be made concerning energy
correlations and by pressure-velocity distribution along Z : despite the fact that triple
correlations. The third terms are for pressure correlations are reduced by rotation, the
redistribution, whose effect is the interchange diffusion of turbulent kinetic energy towards
of energy between components of the Reynolds the low turbulence side of the box is still
stress tensor, and which do not affect energy comparable to what was found without rotation.

The only possible explanation is therefore that,
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in the rotating case, a large part of the The quantity -L-<uiujuk> is a damping term
turbulence transport must be due to the pressure Ck t aodamping erm

term. When pressure velocity contributions are introduced in order to model the effect of

evaluated, this conjecture is corroborated by the pressure. It can also be regarded as taking into

fact that they are much larger than in the case account the effects of the fourth-order

without rotation. In the steady frame case, cumulants.

pressure-velocity correlations tend to When the asymptotic values for <Uiujuk> deduced
counterbalance transport by triple correlations, from equation (5) are used in Reynolds stress
while they are found to contribute positively to computations, results show that triple
the diffusion mechanism in the rotating case correlation levels are reduced by the presence of
(see figures 6a and 6b). In the non-rotating case, rotation - as expected. Consequently, the
turbulence transport is due to triple velocity inhomogeneous transport of turbulence appears
correlations, the effect of pressure being to to be reduced when compared to the non-rotating
slightly reduce transport. In the rotating case, case (see figure 8).
transport is mainly due to pressure velocity
correlations. A simpler model is also proposed, in which

triple correlations are expressed using the
In a recent study, Riley (1990) has found very classical formulation corresponding to the
similar results in the case of turbulence Hanjalic and Launder model (equation (1)), with
subjected to stable stratification : when a slab C, replaced by Cs'=Cs/(1+Ro'l). R, is here the
of stratified turbulence is immersed in a non- Rossby number defined as Ro=C/kn. Comparisons
turbulent field, diffusion of turbulence appears
to be comparable to the diffusion obtained in the between results obtained with the simple model
non-stratified case, even though triple and with the complete form are very

correlations are strongly reduced. In Riley's satisfactory, as appears in figure 8. However, it
work, this effect is attributed to the presence has to be pointed out that more work is needed

of waves in stratified turbulence. An interesting to model the pressure-velocity correlation in

analogy is possible, since it is known that in the this case, since one of the conclusions of the

case or rotating flows, waves also exist : Large Eddy Simulation study is that pressure
inertial waves. If results not averaged over appears to play a very significant role when

different realizations are plotted as functions rotation is present. In order to determine

of time, irregular profiles are obtained when whether the pressure effect was due to the

rotation is present, while, in the non rotating rapid part of pressure or to non-linear effects, a

case, smoother behaviours are found. This is, in Rapid Distortion study was made, by simply

particular, clear in figures 7a and 7b where discarding the nrn-linear terms in the numerical
profiles of <w2> are compared. This behaviour code. The conclusion is that the effect is

can not be considered as evidence for the present in R.D.T. and is consequently a linear
existence of waves, but it is sufficiently effect, which is consistent with the fact that
important to be noticed. transport is due to inertial waves. At the

present time, it seems difficult to model this

4. ONE-POINT MODELS effect at the level of one-point closure. The
problem involves quantities like group

The aim of the present section is to include in velocities that are difficult to take into account
one-point models the reduction of the triple in classical models. The case of the axis of
correlation induced by rotation. A model is rotation parallel to the inhomogeneity direction
devised by taking into account the linear term OZ could also be investigated. In this situation,
due to Coriolis forces in the equation for the effects more similar to the mechanisms
triple velocity correlation. In a second step, a observed in the experimental study of Hopfinger
simplified model is proposed. et al. (1982) are likely to be found.
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INTERMITTENCY AND CONCENTRATION PROBABILITY DISTRIBUTION

IN TURBULENT SHEAR FLOWS

V. A. Sabelni kov

Central Aerohydrodynamic Insticute

Zhukuvtkv-3. roskow region, 140160 USSR

ABSTRACI ,F F 1 4y'<v/ F F

A self-similar solution of the equation <ul- + <v'- + - = -r<N' -,

for the concentration probability density &I V *t

function in free turbulent shear flows is F(O;x.v) = 0, F(lx.y) = o.

investigated. This equation is obtained
Here: x: is the longitudinal coordinate. y

using the Kolmogorov-Obukhov hypothesis of a

- the transverse coordinate for plane flowsstatistic-'i independence of fine and large-

scale motions in fully developed turbulent and radial coordinate for axially symmetric

flows. The equation for the self-similar flows, ,u,, and <v> are mean velocities; -
concentrat ion of a passi ve contaim ent

probability density function belongs to a

new type of sin(ular parabolic equations (0:51); F(z;x.y) concentration POE in the

with an alternating coefficient +or the de- turbulent fluid. intermittency factor,
('N, conditionally averaged scalar dissi-

rivative with respect to the time-like varn-

able. pation of concentration in the turbulent

The regions of the sign constancy of the fluid, 'v/. - conditionally averaged fluc--

above coefficient are unlimited in the di- tuation velocity on the conditioned concent-

refLion of the time-like variable and. ration; parameter i is equal to 0 for the

plane flows and to I for axisymmetric flows.hente, both directions of this variable arey

valid in one and the same etent. A correct- Here we will restrict ourselves in look-

Iv josL-d boundary-value problem is stated. ing for the self-similar solutions of this

It is shown that from the resolvability equation for self-preserving turbulent jets

or wakes. The equation for the self-similarcoridi t o, ci the houridary-v',lue problem a

number of relations between unknown functi- concentration PDF f(C.t) can be written as

ors ent.rinq into the closure hypotheses ap- A --- + By - If +

pear. A ')umerical solution of the formllated ()

boundary--value problem is ohtained. F(:;f.y)

IN',RODUCTION where Z=y/l (x). C=z/<c: ; x is the longitu-

Many model3 of turbulent mixing in nonre- dinal coordinate in the direction of flow. y

acting and reacting flows are based upon is transverse for plane flows and radial co-

conserved scalar probability density functi- ordinate for axially symmetric flows; I(;:)

on [1]. The methods of derivation and closu- is a cross-stream scale of length, 1=': for a

I? for concentration probability density -7for a wae z is a concentration

funcLion equation are systematized in 113. (0) <z> And z are unconditionally and

The goal of the present paper is to investi- conditionally averaged concentration in the

gate the mathematical properties of the equ- turbulent fluid respectively, ,z>=.,8z; ,2y

ation for concentration probability density is intermittency factor.

function in free turbulent shear flows deri- Th= coeffcents in (1) ere dvscribni by

ved in 13, formulate the boundary value the following expressions

problem and to obtain a numerical solution.

M~IN PDUATION A=C'P Z
2 

n-i[1-hp-1V]' Z 7

M f r (2)

The equation for concentration probabili- -

ty density function (PDF) in free turbulent W--_ .t El-hp-V]} Z n
1
t

shear flows is derived in Ell. This equation ;W aZ &A

C=-BC'1+ Z n1  
t e~ z -1and boundary conditions have a form -t
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Here GENERAL PROPERTIES OF THE EQUATION FOR THE

SELF-SIMULAR PROBLEM

Z If we disregard the fact that the unknown
W = jP-'4 1 V, h - = funLtion f enters into coefficients A,B.C

(i.e. the problem is nonlinear), then (I) is

k = $ X fd( * a parabolic equation. Variable Z in this ca-
Co se plays the role of time-like variable. It

V =V + s (I + 25s)-' is known from the theory of standard para-
o bolic equations that Cauchy problem is ap-

s = h (C - ¥) 2- (3) plicable to them, i.e., the initial condi-

tions are given for one value of the time-

V = (1 - y) h (1 + &a2h 2)-" 2  like variable.
0 The problem under consideration is essen-

- X , s (I + ces 2)-=fd tially different from the classical case as
a consequence of the special properties of

the coefficient of the derivative with res-

y= (1 - ) h2 (l + c^h
2
)
- i 2  pect to the time-like variable. Part of the-

dse properties is caused by the symmetry of
+ Y.$ s'(1 + us )-*'fd) the problem. First of all we have A=O and

0f0 when t=O. Thereby, equation (I) on

this line degenerates into an ordinary dif-
(t) i s the cross-stream profile of the ferential equation. Further it can be shown

self-similar stream function for a jets, that A - Z when t is small. Therefore,

- for a wake; n f() is the cross- equation (1) is satisfied by solutions of

stream profile of the self-similar scalar type tkg( 0 , where k is the arbitrary num-

dissipation of concentration in the turbu- ber, g is some function. With the exception
lent fluid, Z(Z) and Z (C) are the cross-

l of case k=O, such solutions are physically

stream profiles of the sel-similar uncondi- meaningless. Thus, line ZO is singular.

tionally and conditionally averaged concent-

ration respectively, Z(Z) is the cross- Since integral XA-dt is divergent, this

stream profile of the self-similar root- singularity cannot be eliminated by trans-

mean-square concentration fluctuation; para- forming the variable Z. Thus, PDF on line

meter i is equal to 0 for the plane iet/wake t=0 cannot be specified arbitrarily.

and 1 for axisymmetric jet, tf3-- . Note An analogous situation also arises on li-

that the functions 4Pn and Z are assumed to ne t=o. Based on the experimental data (see

be specified (e.g., from experimental data), a review of this data in [1), it is natural

The self-similar PDF f must satisfy to to assume that when Z all dimensionless

the condition of normalization combinations of the conditionally averaged

moments in the turbulent fluid tend to fini-

I zffdC=l (4) te values. It is possible only when function
o

0 f has a finite limit when Z, i.e.

and the following boundary condition with limf(,Z=f (C). (6)

respect to C: Z

f(O,0) = O; lim C f = 0 (5) The coefficients in (1) must have such a

C c. form so that it would degenerate into an or-

where k is an arbitrary positive number. The dinary differential equation when Z Func-
tion f is determined 'rom this. equation.

first boundary condition in (5) is a conse- t

quence of using the Kolmogorov-Obukhov hypo- Hence, just as on line t=0, PDF on line t=a

thesis of a statistical independence of fire canrct be specified arbitrarily, Thus, line

and large-scale motions in fully developed t=c is also singular and this singularity is

turbulent flows [I]. nonremovable. This conclusion formally re-

sults from the integral XA-idt being diver-
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aent. tecjral equation 1I =1 and is. hence. also of

In addition to the above mentioned pro- nonlocal character.

perties, coefficient A in (1) possesses one The conditions of symmetry and the analy-

more very nontrivial feature. It is connec- sis of the results conducted above lead to

tud with the aeometry of the regions of sign the following statement of the boundary-

constancy. It follows from the above expres- value problem. In the region K) :5 ' c. 0)

sions (2) and '(7) for A that these regions < C < om a nonnegative function f(C.t) is

are described by the inequalities t13: sought which satisfies equation (1) and the

condi ti ons
A C) at 0: 1 ~ ~ , C) co' ~

A a) t 0 K . C0 OD (7) f(0')=)C) lim Cf 0 C

F4 0 at to , 0 ( ).C

7he func:tion i ) l limited as t-o a f (C' C))K**

0 0 0

oi the derivative with respect to t vanishes

is niot -,nown a pri or . Thus, the region of The coefficients of equation (1) include

constant sign of A it: unlimited In the di- unknown functions of one vza-jable t - inter-

rection of t. mittency factor y'(t) and function w(t) which

It car be concluded that both directions characterizes the process of turbulent dif-

at t.'e time--like vani-able Z tor the parabo- fusion rl. This two functions are friind

lic equation 0) 2e valid in one and the from two connections mentioned above.

same e tent. ThM,. apparently, for thls eqU-- We Should particularly note the essential

sktion the bQundarV-va1LW [o p-ObleM must be saet role pl aved by the requirement -)f non-
not only with respect t~j varioble C. but al- neaativitv of f in the condition of resolv-

so with res,:pect to ariable Z, i.e. two "in- bilitv of the boundary problem. In order to

itiat" -anditions muzst Lae specifed, One or understand the qualitative strCtUre of the
Z=C) .sod another our o solution let uts analyze the qOIL ti on on t he

ThE, E :posed property of coefficLent A -od sinqular lines Z=(i anr t~o

the presence of the s'.noular lines t=C) and

t~o indiccte that equation (1) possesses ese- 9OLUTII)N (ON THE SIN(IULPR LINE t=O.

sentially nonlocal proper-ties. Let uis con- Sincn A=O) when t=). we obtain from (1)

sider this aspect in more details. Consider

ffir the sal'e of definiteness a small neigh- a f- aI (l4h'Ui'V)f=0' (9

bor hood of 1,hE singular line t=O. where a h2  M= yn u= 1  fo it
In thu vicinity of line t=( a Taylor se- ra' U_

nies can be constructed with respect to Z' 2;-n
for the required solution f(C.t). The coef- M-= for a wake.

ficients of this series are dependent on va-

riable C and satizf' the ordinary dirferen- the prime in (9) denotes diffurcooti-'tiOn

ti-Al equations. However, Such a sol ut i on with respect to ~
n.Ill li L generally satisfy condition (6) and Let us elucidate the physical meaning of
will be singular in the vicinity of line parameters m and h. Parameter m, as can be
=w Hence. it follows thit condition (6) is established from the equation for the vAnl-

satiefied only for a specific connection ance of concentration fluctuations, is equal

between the coefficients in equation (1). to the ratio of twice the scalar dissipation

Such a LcsnnectiOn can be obtained from the to the abFsolute value of a;dvection. Ex pr i -

.0iution oi the bouncdary-valUe problem with mental data indicate that l<m-'1.6 in flows

rebpo-ot to t ind, hL--cE, is of nonlocal cha- under conisideration (see a review in rAl).

ra, tar. Parameter h is Inversely proportional to the

7esides this connpction, another one Intensity of concentration fluctuation. Ar-

a. ',ju*~tecvn coef ficients in (1) . It fol- cordingi Lo the oxprerimental data it acqUire .

lc. ;rom the condition of normalization (4), considerable large values h=4-5.

Of fun-ctiont f((t) and has the form of in- Let us first point out the general pro-



perties of the sJution of (9). Amono these

properties, the most significant is that the gis) = po+ h-tj','+ h-& ' + (11)

nontrivial solution of equation (9) exists 6 = h-
1
' + h-70

upon fulfilling of strict inequality y<l. where g(s)=h-'f(C). s=h(C-1).

This conclusion follows from the relation Substituting (11) into (9) and equating

which is obtained if (9) is multiplied by C, the coefficients for the successive expo-

tgrating for t from 0 to co. and use is nents of h to zero yield a reccurent sysLem

made of the normalization condition (4) of equations for function g"". Solving this

00 system we obtain that the function g'" is
adescribed by a Gaussian curve. Thus the con-

centration PDF on the axis or in the plane

of symmetry is close to normal distribution.

HencL., iL is obviuu
, 
that f / (0)=O when r=l. This result agrees well with the experimen-

iSinM f . the trivial solution t s ~ tal data, a comprehensive review of which is

given in 1l]. The deviations from the normalonly when ¥=1. Let us find the number of pa-

rameters which this solution is dependent distribution are described by functions

on. We use the following reasoning for this g 41).q') ... in (11). The skewness A and
I'urtosis [" of the PDF have the form

purpos. We assume that the values of quan-

tities w.h,-.p and V appearing in the coef- .-fs gds=h_
1
X sp'

1
ds= 2(l-m)fh'

ficients of (9) are totally arbitrary and.

hence, (9) is a linear differential equa- F~fsgds-= h-f s
4
g''ds (12)

tion. It is ossy to establish that one of = C6(l-m)+ 1L5_- 3h - "

the linearly independent solutions of this

cqiation diminishes -;ponentially when C-oo, The values of 0 and 0 are the functions of

and another diminishes in an algebraic man-
m, which are found from consideration of

Ecmequently, the second boundarv c- the uniform asymptotic solution of (9) on

dition in (5) is nontrivial, and the bounda- the entire semi-axis C0 tl).Note that from

ry-value problem is resolvable for specific this asymptotic solution the relationship

ValinoS Of w. The .nidition of nun-nraativitv between intermittency factor y and parameter

of function f will be fulfilled only for one h can be obtained as follows

- these values. The valv, t- w thus found

and f(C,O) contains the unkncwn h,y.p and V -y= m1'
4 (+ '7)- - 1e) 1

as parameter. Since for specified h,r.p and h T"
' -"  

- 4m

(9) is linear and boundary conditions (5) where S and S are some functions of m; ex-

are homogeneous. f(C,0) is determined with pressions for S and S are given in. 1l).

an arbitrary multiplier. We now take into it is follows from (17) that the diFfe-

considerailon that f must be normalized. and rence (1--y) is exponentially small when h.o.

the integral, of f enter into the ei:pressi- Thereby, the assumption made when obtairirn

sus for quatities I. I/ ,h. rhus, there is the asymptotic expansion I1) has been prm-

the sostem of four nonl inear Lquations for ved.

rive variables 1j,V .h,? and tha above menti- Let us compare the theoretical arid e:pe-

ained crbitrarv multiplier. Thus, the sciluti- rimental values of the skewness and kurto-

on of equation (9) is found with one arbit- sis. Measurements of A and E in a wake werv

rary parampter. conducted in [2]. Obtained in these tests

Let us find the asymptotic solution of were the values A=-0.4, E=0.i, h=4.75. The

,,,, o ti® L; wmall neignoorhood of C=0 parameter m=2.6 in a wake [3. From (12) and

and C=oo when h-co. It can be shown that the (13) we obtain A=-0.5. E=0.13, (l-3)lO
-

.

difference (l-y) is exponentially small when It can be concluded that the calculatpd va-

ht0- (see relation (13)). Hence, when deter- lues of A and E agree well with measurements

ai;ing the asymptotic behavior of the coef- 123. Direct comparison nf the calculated and

ficiint,. of equatior (9) . it can be assumed measured values of intermittency factor is

that =II. We will look for the solution in not possible, since this quantity has not

the form o1 asymptotic series yet been measured with the req,.o-pn

31-1-4



accuracy. Og<tmaX, O5c-:ma X is considered, i.e. boi:i-

dary conditions at lf=o and C=00 in (8) are

SOLUTION ON THE SINGULAR LINE t=o. transferred to lines = and = r, --

Assumptiun (6) lies at the basis of the pecti'vely.

investigation. It may be shown, 'I] that Lie The nonlinear system u finite-difference

eq ,_ i ter -'Ie ruUiu tO (t) has the form equations are solved by the standard relaxa-

tion method commonly applied to the solution

f"- Ca-bo(l 0, b=- U14) of elliptical equations.The convergence cri-
terion is applied to the ratio defined by

where a is a positive constant. &00 is cons- aplied t t r die

tant in the asymptotic behavior of function 1*=if 1 3 *

o when to. Iterations are stopping when sup(c ) is

less than a preset small value (equal to
irple analysis shows that one of the i- -

nearly ndependent solutions of equation It follows from the calculation that the

(14' increcses exponentially when ( And, concentration ,'DF differs a little from the

hence. does not satisfy the boundary condi- normal distribution in the entire region

tian ()when C. Therefore, if the value of where the intermittency factor is closed to

parameter w00 is specified, Vn the solution 1. This conclusion agrees well with the data

of the boundrv-value prob I em() of measurements of the skewness and kurto-
e,:ists only for speclfli- values of constant sis. It is also supported by direct measure-
a. The condition of non-negativity of f can ments of the PDF.

by saliSficd at one of these values. The calculated results also enable to

The Solution of (14) is obtained numeri- conclude that the transformation of PDF into

cally. It is shown that the function f dif-

fers noticeably from a normal ditribution. fa ymnrow reg ion
fairly narrow region.

The calculated values of skewness and Purto-

sic ir th& turoulent fluid are equal to CONCLUSIONS

-. 8:nd FI=.691 respectively for 00 A theorv for the PDF of concentrot.ion of

the dynamically passive contaminant in free

NUME !CAL SOLUTION turbulent shear flows is developed. A hvpo-

The main property of the parabolic equa- thesis of a statistical independence of mac-
tion (I). as_ shown above, is that both di- ro- and microcharacteristics in turbulent
rections along the time-like variable t are flows underlies this this theory. This hypo-

valid in one and the -ame e::tent. Therefore, thesis is a central one in the theory of

the main requirement of the numerical method siall-scale turbulence, propsed by Kolmogo-

which is intended for the solution of the roy and LObulhov.

formulated boundar/ value problem is for the It is found that the solution of the equ-

finite difference algorithm to be correctly ation for the concentration PDF which is
reflctin this the concentratene Ds whrihfly

reflecting this circumstance. Let us briefly closed using the above hypothesis is .n good

explain the idea of the method. The deriva- agreement with experimental data.

tive with respect to the time-like variable It follows from the hypothesis of a sta-

P U rVplaced by the following difference tistical independence of the macro- and mi--

operator: when A() the backward differences crocharacteristics that at all turbulent

arL used, and when A<O the forward differen- flows the intermittency coefficient is rigo-

ces are used. The first and the second der- rously less than a unity. It is found that

vktlves with respect to C are replaced by the intermittency determines the structure

conventione! centre!-difference operotorf- of solution of the equation fur Lhe PDF in
The integrals of function f appearing in all flow regions, also including those where

formulae for .V 0and M (2), are obtained by it was considered traditionally to be as un-

the trapezoid rule. The algorithm is first essential.

order accurate in the t-direction and the Mathematical properties of the equation

second order accurate in the C-direction. for the concentration PDF are investigated,

In the calculation, instead of the infi- and it is shown that a number of relations

nite region 0_<5'co, 0:50 the rectangle between a priori unknown functions that ap-
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pear when the closure hypotheses are formu-

latLd follows from the resolvabilitv condi-

tion of the boundary-value problem. Using

numerical calculations it is found that in

free turbulent flows, in full compliance

with experimental data, the concentration

FDF is of a sufficiently general character:

in those regions where the intermittency is

small it is close to a normal one, while on

the edge of the flow where the intermiLtency

is significant it differs noticeably from a

normal distribution but it is also universal

and is governed by a single parameter. viz.

a conditlonally averaged concentration in

the fully turbulent fluid. The region's

Aiath where occurs a FDF reconstruction from

onie universal kInd to another is rather

scal 1.
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ABSTRACT based on the joint pdf of velocity, dissipation and scalars. By

including dissipation in the model, there is now a length scale,

I'he sensiti itN of the selocit -dlissilation-scalhl joint pdf k 112/() and a time scale k/(c), where k is the turbulent ki-

(probabilit. density function) model to %aiiations of model netic energy anti (c) is the mean dissipation rate. This model

constants and initial conditions is inxestigated. lsing tie has been extended to inlioiogeieous flows by Pope (1991a).

model problem ot a piloted non-preiixed turbulent iethan( The purpose of this paper is to apply the velocity-dissipation-

flanie, a reference solution is obtained, and shown to be nu- scalar pdf model to the problem of the piloted methane flame

niericall% ,ncurate. The initial tondmthons and model con- and to mnestigate the sensitivity of the model to changes ii

staits are then varied, and the solutions of these altered mod- initial conditions and model constants. 'his provides a nse-

els are toipared to the reference solution. It is found that the fill guide to future model refinement and indicates that tIs

velocit% -dissipation--calar jpdf model is relativel% mnsnsit ise scheme is suitable for application to the piloted jet flame prob-

to initial conditions, but sornewhat more sensitive to v'alia- lem.

tions in the model constants. A conpaiiomi of model results To achieve the objective we first establish a refeicne solh-

to experimental data shows reasonable agreement. liowe cr tmon using simple modeling assumptions and model constants

there is souse uncertainty about the most appropi late foi in of taken from Pope (1991a) lien model nonstants and initial

the modeled soumre of dissipation. conditions are systematically varied and the solution of the

adjusted model is compared to the reference soluion. l)ur-
INTRODUCTION Ing this process, no attem)t is made to fit the solution to

the experimental data. Due to many simplifying assumptions

adopted for this particular problem, we do TIot expect close

agreement with experimental data.
Pdf (probability density function) methods have proved

particularly suitable in addressing turbulent combustion piloh-

feins, as the important processe., of conve( tion andI rea lion VELOCITY-DISSIPATION-SCALAR MODEL

are treated exactly. One aiea of current work with these mod-

els is the problem of non-premixed turbulent diffusii flaimmes sar tisel tor w pre aoutlie oevcitissipation-

exhibiting local extimction. Comprehensive experimental data scalar model. For a more comprehensive descriptioi, we refem

have been obtained by Md-s;ri awd Iilger (1986) and Mlasri, the reader to Pope (1985), Pope and Chen (1990) and Pope

lBlger and l)ibble (1988a,b,c) for such a flow, allowing the (1991a,b).

effectiveness of different computational schemes to be evalu- Due to the variable density in the flame, it is conveieiit to

ated. consider density-weighted mean quantities. Such quantities

Chen, Kollmnann and Dibble (1989) used a hybrid pdf- are denoted by a tilde or a subscript p. For example the

moment closure scheme with finite rate chemistry to investi- density-weighted mean axial velocity is calculated as 0 =

gate this pioblem. In their model, only the scalar pdf is solved ('),, = (Up)/(p), where p is the density and ( ) is used to

for, velocity being computed by a moment closure scheme. denote a mean quantity.

Masri and Pope (1990) studied the same problem, but solved The derivation of the jpdf transport equation is obtained

the transport equation for the jpdf of velocity and compo- from stochastic models of velocity and dissipation, viewed in

sition, using equilibrium thermochemistry. However a defi- a Lagrangia reference frame. These I agrangian qiant it ies

ciency of this method is that the model contains no time or are denoted by an asterisk, so the Lagrangian velocity aind

length scale information that cali be used in the modeling dissipation are denoted by f[ and (* respectively.

of processes such as molecular diffusion and dissipation. ''o

remedy this defect, Pope and Chen (1990) developed a model
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We define the relaxation rate w as We now write the evolution equation for the density-weighted.

one point Eulerian jpdf of U,, w and C , f, corresponding to the

W = ,(1) stochastic models of w Eq.(2), U, Eq.(5) and Eq.(8). With

where i is the dissipation and k is the turbulent kinetic en- V,, 0 and V' being the sample space variables corresponding

ergy. The hat i. used to denote a p mnd w weighted mean, for to U,, w and respectively, standard techniques (Pope 1985)

example k = 1(u,u,wp)/(wp), where u, = Uj - (,. This quan give

titv can also be denoted by a subscript p,: i.e. (k),. The -= a] 1 0~p) Ofr 0 (D-

use of k rather than k s to improve the model performance - V, -- -,at ~ ~~~ ax , O . 9V,0V
in regions of intermittent turbulence and is discussed by Pope I 0'f .92 + + 00)
(1991a). + 2+t~ v 0

On dimensional grounds, it is more convenient to solve for - 2, hf 02..-- wA-4+ O.w-(4o
,e rather than c (Pope 1991a) and thus the evolution of the a02

Lagrangian quantity w" is modeled as + C ,a - (]
2 TVV (0 01,(9)

dw = -w :idt(S, + Cfl) + , 2hdt where D,(e,) is Eq.(6) with u! replaced by vu =V - U, and

+w*(2Cxa 2 )1/2dW, (2) fS(0) is Eq.(3) with w" replaced by 0.

whele

= __) - (- ln(,,),. (3) MODEL PROBLEM

In the first term of Eq.(2), Pope (1991a) gives C, = 1.6 and The model roblei used in this paper is the piloted methane

= Ci S 2 -C',, 2, where S,, is the mean rate of strain, flame of Masri and Bilger (1986). It consists of a central jet
C1 = 0 04 and C, 2 = 0.9. In the second term, h is defined of methane, radius R = 3.6mm, surrounded by an annular pi-

as lot flame, width 5.4mm, of stoichioinetric composition. This

h = C,,(l - 11i,,/12/2G)', tp/ < I flame is situated in a uniform coflow of air. The flow velocities

h 0, Y1/2 > 11i12G, (I chosen are 27.0 m/s bulk flow for the methane jet, 24.0 m/s
for the pilot and 15.0 m/s for the coflow. These correspond
to the K flame in Masri and Bilger (1986). This set of flowwvhere p1,/2 = ('' 2%l(w) V2. I'/ =XI ex(-.2), a2 = 1.0
conditions is chosen as it shows the least local extinction, and

and C' 3 = 1.0. In the third term, dIV is a Wiener process, so an equilibrium assumptioi for the thermochemistry can be
with the properties (01V) = 0 and (d~lV) = d. justified. With such an assumption, all thermochemical quan-

The stochastic model for the velocity following a fluid par- tities can be represented by functions of D t)ensity, p, is given
tit.le is as a piecewise function of ,,.

(I' = + Ddl + (c~w,)'1'dW, (5) - = 1(-j-1)+ (10)
p ax. P 0

where- I_ 'L-i i) --
p )+-, (I1)

1 3 k * + where p, = 0.65, p, = 0.11 and p, = 1.20, referring to the jet,D), = (2 4 C'o)I(k )u, + ,iu
stoichiometric and coflow initial densities respectively. , is

-3Co(A ( u - (,mi,) ) -kSiu; (6) the stoichiornetric mixture fraction and is given the value of
0.055, oresponding to that of methane.

, = U" ,; A,, is the normalized Reynolds stress tensor,

A,, = 3(u,u,)/(uiu1); (7) SOLUTION PROCEDURE

and A,, and &i are the p and pw weighted conterparts of A,,. We assume that the flow is statistically axisymimetric and
T['he constant Co is given as 3.5. and we set Gf = 0 as in stationary, allowing us to solve Eq.(9) by a parabolic Monte

Pope(! 9 91'a). The dIV, term z an ;sotrop~c Wiener proccss, Carlo 5cheme, which marcimes mu the axial (x) direction. At
independent of that in Eq.(2). each axial station, f is represented by a large number ef fluid

A stochastic model for a passive scala is also needed. We particles, with each particle having a radial position, (r), a
adopt the simple relaxation model of Dopazo (1975) which velocity vector, dissipation and scalar value. The number of

gives the evolution of a scalar as fluid pa. ticles, N is taken to be 80,000 to yield small statis-

d " I -tical error, while still providing reasonable CPU times. The
dT = - w(( - 0, (8) width of the solution domain expands to encompass the evolv-

where Q,' = 2.0. ing radial profiles, and the length is restricted to 100 jet radii
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fromn the jet exit. Profiles of mean quantities are obtained
by the method of cross-validated least squares cubic splines ------------------ 2

(Pope and Gadh 1988). Forty eight equidistant basis func- 14-

Iions are usedl to represent these splines. A variable step size, 1

based onl the profile spreading rate is used, and the scheme 10

takes approximately 150 steps to reach x/li = 100. Comiputa- a
tionS were performed on an IBNM 3090S, With eachI r11n taking6

approximately 20 minutes CPU time.
2

-2

INITIAL AND BOUNDARY CONDITIONS -

At thle jet exit plane, mean profiles of velocity and mixture

fraction are specified. in the same mianiier as those for the K i

flame in Nlasri and Pope (1990). '1the rmns velocity profiles -2
3 4 5 6 7

however, differ slightly from tlioqe of Nlasri and Pope (1990),

being exponential fits to (dat a from linize (1975) for turbulent r/11

pipe flow and soudarv layers, The coxarianI( (MI) iZ gis IIi Figure 1. Initial profiles of Uand ]
bx (iii) =(,(i)()P. with Ithe Constant C",, = 0.1. as

suiggestedl bN Tenneckes and Lunde\v( 1972). Mixture fraction

is gi\ en as 1.0 in t he iiet liaiie jet = 0.0,33 in the pilot and 4U

0.0 inthieco erow. as InI N\LaSri aid POIe( 1990), that the ~j1

mean turbiileint freqiienc\ Z is initiaiv u-nforni across, the Ceil- 3 / -- 5

ter of the flowv and we adopt the value of L' = 8.0 for the jet J t

aiid psilot flow, coniisteiiI with the value used bN Nlasri andL

Pope( 1990) Hlowever we expsect thiat at a large radial dis-/j

tance from the axis of the jet. the value of w will be '/ero, 2

correspondiiig to iioii-turbulciit flow ('akiilatiiig ,'fioiii the /

dissipatioii aiid kiiietic eiiergy profiles of the boundary layer
gix en In lTMnz( 197-5)), results in a p~rofile that dlecays as the

distance fromn the surface increases. This piofile is used for .

the ' profile in the coflow

The distribution of _/L is lognoiinal, with the variance of
2 1 2 3 7

li(Lw/w ) being uinity (consisteiit with o,, 1.0). /
Figures I and 2 how the iiiitial profiles used in the cal-ni

culations. Boundary conditions are iiimplied by thle the coflow Figure 2 liiOtia profiles of u', v' and I,'

pirofiles. For r/J? > 7, the turbulent flow quantities are ap-

1)r(xiinatel) zero. with other qiianiituc approxiiiately con- where p,(r) is the i-th sample profile at rdlial position r. TIhe
staiit 99 pe'rcent conifidence interval for these ;uiofiles canl be approx-

iinatcd by

STANDARD RESULT e 3[ 1 -A)Jf~(

In t his section, we present a standard soluitioii that is coii- Figure 3 shows the crossflow profiles at x/H = 100 of: t lie

psared to other solutions in which the rmodel constants or initial meaii axial velocity, (1: the miean relaxation rate c; andi the(
(oniditioiis have been varied. We also estimate the accuracy rins of the fluctuating axial velocity, denoted -u, ?I'=

of tile solutioin, Figure 4. shows the mean scalar profile aiui the riiis Pof
TIaking the model constants as given by Pope ( 1990a) and the scalar comiponeiit, denoted as ' at the saii-ic streainwise

iiial conditions as described above, we perforimed M = 10 location.
ulls. ideintical except for the randoin number seqiuenice. Fromn rhe size of the error bars iii both Figs, 3 anil .1 shows that

these riiis we evaluate a set of mean profiles, (p(r)), given by an accurate solution is being obtained, even for the highier

IAf order mometits. The exp~eriinental data of Masri ai(J IHilger
(p(r)) T p, (r), (12) (1986) is also included as a comparison A discussion of the
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(OmfpearisciI between experimntal awl] calculate(] firoflies is 5.0, curresponding to (7x 1.0 and 2.2 respectively. Ini Fig. 6

defei red to thle end of this papet sse show the tiean & and profiles at x/R = 100. as well as' the

8 i i ,standard case dlata. rhe trend to a reductioni ini piofile widIth

7 10 with increased values of the constant agrees with the trend

r olbscrvcd in Chen aiid Pope (1990). The profiles of it', (' and

1 show negligible change to variations of these constants. '

5- T 20 -] value~ of C, is also varied while holding Co~ constant, and the
4 0 it~' x 2 results display negligible variaioi, froiii the standard result,,

0 j indicating that the imiportant constant in this group is ,.
Pope (1991a) obtained the value of GCi = 0.0.1 by con-

2 sidering the ease of a turbulent boundary layer and adjusting

Ciso the model yielded the von Kirriiin constant. Dow-
0 ever a different 'ralue of C.i = 0.09 is required if tie model

is to he consistent with the k-c model. Figire 7 showvs the
-, % 0/"andl profiles at x/R = 100 for 0

.A = 0.090 aiI(] 0.0641. WVe
00 0 ' observe that the magnitude of the & and profilc s increases

with larger values of Q' The p~rofile oft:; shows the .'anie -;oif
0 2 1 -6of response, while the profiles of ?t' and ~'remain relati . Jy

r/R 7iia !L 'ged

Figure 3. Standard proiles of ('. and and Open syinbols are '

C~ perii ut ,sal dat a of MIasrl anid 3i lgel (1986). 26 -

________ _____________24-

22

20

.'~-6

0 4 2j

112

a2 2 -- - S- - ) 10 1

2 0 1 4 1 Fiur 5 Prfie of an C rsutn fro art of C,

r/Hi

Figure 4. Standard profiles of and ' Open symbols are The final tonstant varied i a'. Pope and Chien (1990)
experimental dlata of Masri and lBilger (1986) showed that experimental data inidicate that a' had a weal,

Reynolds numbi er (dependlence. aiid usedl the value or' = 1.0.

corresponding to a Reynolds number based( oii the Tlavloi

VARI~ O-N OF MODEL CONSTANTS length scale of 110 . Figure S shows profiles of 0' and foi
cq

2 equal to 0.3 and 1.5. It is seen that an increase in a' re-

The first constant varied is the mixing model parameter sults in a taller, narrower profile for both (' and . r[le same
C4. Figure 5 shows the and C' profiles at x/R = 100 for C = response occurs for Ca, while u' and ' show little variatioin.
1 and 4. It is seen that an increase in C( results in aii increase The remaining constants, C.~2 and Cl,, were not varied.

in the C profile, while the corresponding $' profile decreases. U. 2 is obtained from grid turbulence results anmd can he (on-

'[lie effect on, the U, it' atid iSv profiles is neglegible. sidered fixed and the value of Cj1 has been shiowni by Pope

Next we vary Co amid C,. Pope and Chen (1990) showed (1991a) to have a negligible effect on the solution.

that these two constants are approxirmately linearly dependent
for a fixed value of (7' and integral time scale ratio of velocil 'y
and In uw. We use two -,ahies for these constants, Co = 2.0 and
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Figure 7 I Prof~les of I" and resulting from variation of , , Figure 9 .I 11ofiles of I and r svliiig from "i,UhMlOi Of ,

and axial pilot veocty.

\-RITION. OF INITIAL CONDITIONS

the other. Tt, latter speciication 
corresponds to Ithe polliles

Three main cl asses of initial (ondition are varied: Ihc den- used by losri and Pope (1990). hat s found is that, It

sliylvelocity profiles, the turbulence quantities, and the
I dis- x/l = 100, tiiele is negligible dill'elc ce beteen t l otfles,

s ipa t io n p ro fi le s , 
s u g g e s t i ng t h e in it ia l p ro fi h , o f 

c~;b 
i e t I n l t l c s n l i t -

Figure 9 shx s tile 0 ad profiles at x/Hl = 100 that icl.

result from the variation of t he stoiciometric density and a IPinaly we vary the inilnal profile of (w). T e Iwo ( -,L~vs

corresponding c hange in the pilot jet velocity to mainltain the considered are equal to half t he standard se prole, wlid

sam m-I1tMfo aeBthIh it n - ;

same~ ~ ~ ~ ~ ~~~~~~~ . .olll~~ -1,, 
ra-Iohth i .. tJ- , !,, . J, e qua l to twif,; the tatnd,.rd ' scpro fi;, lcmpih

' 
the 1;; g

tu c of tile profiles is seen to incre se with a lower value of nitude of the chanige in the intial D. profile, the results at /lH

, , a rid t o a le s s e r e x t e n t t h s t r e n d e x t e n d s t o t h e p r o fi le s o f = 1 0 0 s h o w li t t e v a r ia t io n b e t w e e n t h e p r o fi l s . F ig u r e 1 0

u', ' and .

shows the axial value of c again mst axial oation f or the , sun-

T he in itia l vin e -dry rm s p ro files o f u ', v' an d w ' are varied d ard case an d Ithe tw o varian ts. It ( an be sven th at the va lue s

in tile following way: U' which is an experimentally det i- quickly relax to an aino st, idvil al une history.

m i ne d q u a n t it y i s n o t c ha n g e d . T h e t w o o t h e r com p o n e n t s T h e i n i t i a l p r o fi le s o f a n d a r e n o t v a r ie d w, th e s e w e l t

a re g ive n th e va l e -o f u ' fo r o n e ru n , a n d ellu a l to it' fo r n asu red e x p e rim en ta lly .
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Figure 10. Evolution of centerhne, for -ariation in initial , Figure It. Profiles of " and for C, = 0.065. Open symbols

are experimental data of Masri and Bilger (1986).

The results of this section show that the sensitivity of the

solution to changes in initial conitioins is small. The lack of flame. This results in a large enthalpy excess at the pilot,

sensitivit to initial profiles of u', v', w' and , is reassuring which cannot be modeled by a single scalar equilibrium ther-

as often these quantities are difficult to specif accurately. mochemical model. In addition the experimental data do ex-

The variatio, of 0j profiles with densilt3 variation is just a tibit some local extinction for this flame, which is not treated

reflection of the effect of reaction on the flow, and as density by our chemical model

is relatisel\ ea.sy to determine is of no cause for concern I lie uncertainty in the value of C, suggests that the

model for dissipation ploduction, S, ma" be at fault. Figure

I shows experimental data plotted against profiles of 0 and

CO)MPAR:SON WITH EXPERIMENT-L DATA generated by the model with Cli = 0.065 [he agreement

with experinient is seen to be superior to that shown in 'gs.

While the agreement between the experimental data and 3 and 4. Pope (1991a) indicated that the expression for S.,

computed profiles ii Figs 3 and I is diappomting, there are was tentative, and the present results support this argument

st, eral ,nit igat ig factors to be (onsidered

The ax'l location of "/1R = 100 was chosen to einphasive

tie differen( e between profiles obtained with lfferent iiodel CONCLUSION
constants and Initial Conditions. I'hie area of interest in this

flow is at x/lH = 10. where chemical/turbulence mnteraction. We hase demonstrated that the velocity -(issipation-scalar

are ,ausing lon al extinction ( Masri and Pope 1990 ) At this pdf model caii produce accurate solutions for the piloted non-
location the agreement between our calculated profiles and prenixed turbulent methane flame problem. 3y varying the
the experimental data is good We should also emphasize model constants we have shown that the scheme is sensitive

that the ability of the model to duplicate experimental results to the choice of a few constants However this sensitivity is

is no worse thamn that of other schemes. The agreement of restricted to changes ii the mean axial velocity and mean
ra!h-J,t(d profiles to experimental data of Nlasii and Pope scalar profiles: rms quantities being relativ!y unaffected. The
(i *J9t,) .t x, R = 100 shows similar magnitudes of error as our effect on the model due to choice of initial conditions has

esuilts. Th., results of Chen, Kollmann and Dibble (1989) been shown to be small, justifying the use of approximate

.h,,w rc-atively good agreement at x/r = 100, but exhibit a initial profiles for certain quantities A comparison of exper-
poor match closer to the jet. despite the benefit of finite-rate ini itai datd to solution profiles, suggests that the model for

thermochemistry employed in their scheme, dissipation production needs to be adjusted, to improve the

There are also several differences between the model condi- performance of the model. Future work will focus oii improv-
tions and the experimental conditions that could cause such ing the dissipation production term, and the inclusion of finite

a lack of agreement in results. In the experiment the pilot rate theimochemistry.

is composed of acetylene. hydrogen arid air, made up so the

atom balance is the s,,me as for a stoichiometric methane-air
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ABSTRACT considered were highly strained turbulent flames that were
approaching the blowoff condition and exhibited local

In previous studies the mass fractions of OH and H2  extinction. Subsequently, OH concer ,ation profiles were
measured in turbulent methane jet flames near extinction were measured by Barlow & Collignon (1991) in laminar opposed-
significantly higher than those measured in laminar flames and flow (Tsuji-type) diffusion flames and in laminar jet flames
predicted by steady strained laminar flame calculations. The using the same OH fluorescence excitation/detection strategy
present work investigates frames over a range of Reynolds as in the turbulent flame experiments. Results showed good
numbers (laminar, transitional, and turbulent) to determine agreement between measurements and laminar flame
when the measured chemical states begin to deviate from the calculations of the maximum OH concentration.
laminar flame conditions. Simultaneous point measurements of
temperature, major species concentration, and the hydroxyl The present experiment was conducted to determine
radical concentration are obtained in nonpremixed jet flames of where, within the regime between laminar low-strain-rate
air-diluted methane. Results suggest a gradual increase in flames and turbulent flames near extinction, the measured
OH mass fractions through transition from laminar to turbulent mass fractions of OH begin to exceed the range of mass
conditions. Conditional pdfs show no further increase in OH fractions predicted by steady strained laminar flame
mass fractions as the turbulent flame is pushed closer to calculations. Four jet flames of air-diluted methane are
extinction, so that the elevated OH mass fractions cannot be investigated. The Reynolds number based on fuel nozzle exit
attributed to extinguishing and reigniting samples. Possible conditions is varied from Re=1,770 (laminar flame, low strain
mechanisms for the observed effect of turbulence on chemical rate) to Re=20,700 (highly strained turbulent flame exhibiting
states in these flames are discussed, local extinction). Simultaneous point measurements of major

species concentrations, temperature, and the hydroxyl radical
:NTRODUCTION concentration are obtained using a combination of spontaneous

Raman scattering, Rayleigh scattering, and laser-induced
In recent years, it has become increasingly recognized fluorescence (LIF).

that finite rate chemical kinetics can have significant effects on
the structure of turbulent nonpremixed flames. Modelers of Results suggest that OH mass fractions increase
turbulent flames, making use of expanding computational gradually through transition. High OH mass fractions are
capabilities, have incorporated chemical submodels with attained at a Reynolds number well below that which causes
increasing detail and complexity in attempts to accurately local extinction, indicating that the 'super-flamelet' OH is not
account for the effects of finite rate chemistry. Pope (1990) associated with the local extinction/reignition process and is
has reviewed recent progress in the computation of turbulent due to changes in the structure of the reaction zone caused by
reacting flows. Some modelers, such as Haworth et al. (1989) turbulence. Possible mechanisms for the observed influence of
and Rogg et al. (1989) have made use of libraries of strained turbulence on the distribution of chemical states in these
laminar flame calculations based on detailed reaction methane flames are discussed below.
mechanisms. An alternative approach taken by Peters & Kee
(1987), Chen & Dibble (1991a), Chen (1991), Bilger et al. EXPERIMENTAL METHODS
(1991), and others has been to develop reduced mechanisms,
which include only three to five composite reactions that Facility and Laser Diagnostics
preserve the important chemical kinetic features of detailed
reaction mechanisms. These reduced mechanisms are then The flow facility, piloted burner, and diagnostic
incorporated into Monte Carlo or pdf simulations of turbulent techniques used here have been described in detail by Barlow
flaimes, such as those by Chen (1991) and Chen et al. (1991). et al. (1989, 1990b) and StArner et al. (1990a,b). The

axisymmetric burner is mounted just above the contraction
There has been some debate as to the applicability of section of a vertical wind tunnel that supplies coflowing zir at

the flamelet model to turbulent nonpremixed combustion, low turbulence intensity. The wind tunnel assembly, including
Peters (1988) argues that the flamelet approach is valid for the burner, is mounted on a stepper-motor-controlled three-
many turbulent flames of practical impo'tance. Bilger (1989), dimensional traversing mechanism, which allows the flame to
on the other hand, argues that the width of reaction zones in be positioned relative to the fixed optical diagnostic system.
turbulent flames is often broader than the smallest scales of
turbulent mixing, such that reaction occurs in distributed zones The piloted burner consists of a central fuel tube of
that may be affected by internal turbulence structure. Previous diameter D=7.2 mm surrounded by a premixed pilot that
experiments at Sandia (StAtner et al., 1990a,b and Barlow et extends to an 18 mm diameter. The pilot flame serves to
al.,1990a, 1991) have shown that the measured concentrations anchor the main jet flame in the transitional and turbulent
of OH and H2 in turbulent flames of air-diluted methane, cases, preventing liftoff from the nozzle. Measurements are
nitrogen-diluted methane, and undiluted methane are obtained above the pilot flame at a distance of 20 nozzle
significantly higher than predicted by steady strained laminar diameters from the burner.
flame calculations. These previous experiments were
conducted using the piloted burner developed at Sydney Spontaneous Raman scattering is used to measure the
University by Stirner & Bilger (1985), and all of the cases concentrations of N2, 02, CH 4, CO, C0 2 , H2, and H2 0.
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Temperature is determined from the Rayleigh scattering signal separated from changes resulting from the extinction-reignition
and a species-weighted Rayleigh scattenng cross section process. The second advantage of air-diluted methane is that
based on the Raman measurements. Both the Raman and flames of this mixture are essentially nonsooting. Therefore,
Rayleigh measurements are performed using the beam from energy loss due to particle incandescence is minimized, and
the Combustion Research Facility's flashlamp-pumped dye fluorescence interference from soot precursors, as described by
laser (532 nm, 2.5 pS, 1 J/pulse). A spherical return mirror Masri et al. (1987) is reduced.
doubles the laser energy ir. the probe volume. The laser probe
volume is approximately 0.7 mm in diameter by 1.0 mm in Table 1 Flow Conditions for the Air-Diluted Methane Flames
length along the laser beam. Flame UI (m/s) Up (m/s) Ucf (m/s) Re=U D/v

A 0.0 0.8 1,770 I
OH concentration measurements are obtained using B 12.3 0.75 1.9 4,420 I

linear laser-induced fluorescence. The doubled output of a C 24.5 1.5 3.7 8,830 I
Nd:YAG-pumped dye laser is tuned to the S21(8) (0,0) D 57.3 3.0 8.4 20,700J
transition of OH, and this ultraviolet laser beam is combined Uj, Up, and Ucf are unbtrnt jet, pilot, and coflow velocities.
onto the axis of the Raman laser beam using a dichroic mirror.
The LIF probe volume coincides with the Raman/Rayleigh The four flames listed in Table 1 are designated A, B, C
probe volume and has dimensions of 0.5x0.7xl.0 mm. (The and D in order of increasing Reynolds number. Flame A is
laser beam has an elliptical cross section.) The smallest laminar (Re=l,770) with unsteadiness due to buoyancy-
dimension is in the radial direction relative to the axis of the jet induced instability apparent only near the flame tip. Flame B
flames. The time delay of 3.5 ts between the LIF and Raman (Re=4,420) is transitional. It is visibly unsteady, and the
laser pulses is small compared to the fluid-dynamic and reaction zone moves radially (wavers or flaps). However, this
chemical time scales in the flames of interest. Thus, the flame is not fully turbulent. The reaction zone in flame B is not
measurements may be treated as simultaneous. OH strongly distorted or curved, and :here is no indication of local
measurements are referenced to the conditions over a extinction in the data. Flame C is turbulent, with a modest
calibration burner, where the OH concentration has been Reynolds number of 8,830. Local extinction, which is indicated
measured by absorption. in the measurements by low temperatures and near zero OH

mass fractions within the reactive range of mixture fraction,
The Raman/Rayleigh data for temperature and major occur; for a szdll fraction of the samples in flame C. Local

species concentrations can be used, as described by Barlow et extinction occurs when local rates of turbulent mixing or scalar
al. (1991), to correct the linear OH fluorescence signals for dissipation exceed the rates of the chemical reactions that
shot-to-shot variations in the collisional quenching rate and produce radicals and thermal energy. Flame D (Re=20,700)
the ground state population fraction. The effect of these displays a significant probability of local extinction, is audibly
quenching and population corrections on the measured OH unstable, and has an overall appearance similar to the
mass fractions in methane-air flames at atmospheric pressure turbulent flames near extinction reported by St/rner et al.
has been analyzed by Barlow & Colligr.on (1991), based on (1990a,b) and Barlow et al. (1991).
collisional quenching cross sections provided by Garland and
Crosley (1988). In laminar flames at low and intermediate As shown in Table 1, the velocities of the coflowing air
strain rates the corrections for quenching and Boltzmann and the pilot gases (when used) are scaled with the velocity of
fraction tend to offset one another, such that the net change in the central jet. This is done to maintain flow similarity and to
OH mass fraction is only a few percent. As the strain rate keep the contribution of the pilot flame to the total energy
approaches the extinction limit, the calculated quenching rate release up to the measurement location approximately
increases, and the net effect of the corrections on the OH mass constant. (Note that he pilot bums a mixture of C2H2, H2,
fraction approaches 20 percent. However, recent C02, N2 and air that produces the same calculated equilibrium
measurements by Jeffries et al. (1988) and modeling of composition and adiabatic flame temperature as a
collisional quenching cross sections by Paul et al. (1991) stoichiometrc mixture of methane and air.) In the turbulent
suggest that the Garland & Crosley model overpredicts the flames C and D the pilot is estimated to contribute 12 to 15
temperature dependence of the cross sections at flame percent of the integrated energy release up to the
temperatures. Thus, the net corrections for quenching and measurement location. Therefore, while the pilot has the
Boltzmann fraction are expected to be small even in highly important effect of stabilizing the transitional and turbulent
strained methane flames. Because there is uncertainty due to flames, we do not expect the pilot to contribute to the elevated
shot noise in the experimental measurements of temperature OH mass fractions discussed in the following section.
and major species concentrations, the application of corrections
to the OH fluorescence data in these methane flames Flame A was operated without a pilot because the
increases the standard deviation in the OH mass fractions, premixed gas flow rate could not be scaled back sufficiently
even when the average mass fraction is unchanged. For these without causing flashback. OH fluorescence profiles were
reasons, the OH mass fractions presented in this paper are measured in two piloted laminar flames to determine whether
uncorrected values Inclusion of the quenching and population the OH concentration at the measurement location was
corrections would increase the OH mass fractions in the affected by the pilot. One of these laminar flames had the
turbulent flai,.es by a few percent, pushing them further from same pilot flow rate as flame B, and the other had a small
the laminar flame results. Therefore, application of the hydrogen diffusion flame as a pilot. No significant differences
corrections would not alter the conclusions of this paper. in the peak OH fluorescence signals were observed for these

three laminar flames, and the complete Raman/Rayleigh/LIF
Flow Conditions and Flame Descriptions measurements are reported only for the laminar flame with no

pilot.
Four flaidic are investigated, with flow conditions

summarized in Table 1. In all cases the central jet fluid is a RESULTS AND DISCUSSION
mixture of 25 percent CH4 and 75 percent air, by volume. Air-
diluted methane has two useful characteristics from an Measurements were obtained at a fixed axial location
experimental perspective. First, it has a higher extinction limit 14.4 cm or 20 nozzle diameters above the burner (x/D=20) at
than undiluted methane or nitrogen-diluted methane. the radial location in each flame corresponding to the maximum
Consequently, laminar flames are easier to stabilize, and the average OH fluorescence signal. Results for measured
piloted flames can be pushed to relatively high Reynolds temperatures and species mass fractions are plotted vs. the
numbers before local extinction and blowoff occur. This means mixture fraction fin Figs. 1, 2, 3, and 4 for flames A, B, C, and
that changes in the measured chemical states due to the D, respectively. Each scatter plot for flame A includes 800
influence of turbulence on reaction zone structure can be points, while 2000 points are plotted for flames B, C, and D.
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Also plotted in each figure are results from steady strained in Fig. 3 reflect this effect of increased strain rates on the C02
laminar flame calculations performed using the code and kinetic mass fraction.
mechanism described by Smooke et al. (1988). Values of the
strain parameter for the laminar calculations are a = 50, 100, The probability of local extinction is highest in flame D
200, 400, and 800 s-1. (The strain parameter for a Tsuji-type (Fig. 4), which has a Reynolds number of 20,700. The scatter
laminar stagnation flame is defined as a = 2U/r, where U is the plots of temperature and the mass fractions of CH4, 02, 1120,
velocity of the air flowing toward the cylindrical burner, and r is and C02 show a significant number of points that are well
the burner radius.) Extinction occurs near a = 860 s-1 with the outside the results of the strained laminar flame calculations.
3:1 air-diluted methane mixture on the 'fuel' side. These points represent fluid samples that are extinguished or

are in a partially reacted state. Extinction and subsequent
The mixture fraction f is a conserved scalar describing reignition of fluid samples presents a significant challenge for

the state of mixing between nozzle fluid and air within a fluid turbulent combustion models based upon the laminar flamelet
sample. The mixture fraction is calculated from the measured approach.
species mass fractions according to the expression,

2(yc YC. + YH- 11.0+ Y.1 -YO)OH Mass Fracions

Wc 2W11 WO The OH mass fractions measured in the turbulent
f= flames show differences from the steady laminar flame

2(Yc. 2- Yc.) + ( Yo 2 Y11. ) + Yo.1 Yo.2) calculations beyond those associated with local extinction.
WC 2W11 WO The peak value of the OH mass fraction in the laminar flame

calculations is relatively insensitive to strain rate and is
Hem., W, is the atomic mass of element i, Y, is the mass approximately 3.2xI0 3 for all but the highest strain rate of 800
fraction of element i, and the subscripts I and 2 refer to the air s-The average OH mass fraction measured in flame A is
and nozzle fluid, respectively. The mixture fraction is zero in also 3.2x10 3. Scatter plots in Figs. 1-4 show that the OH
air, unity in pure nozzle fluid, and has a stoichiometric value of mass fractions tends to increase as the Reynolds number
f, = 0.353 for the air-diluted methane. increases and the flames become turbulent. This result is

shown more clearly in Fig. 5, which includes conditional pdfs of
Temieratures and Major Soecies Mass Fractions OH mass fraction. Here, only data within the mixture fraction

interval 0.265 <f< 0.335 are included. In terms of the relative
Scatter plots, such as those in Figs. 1-4, provide an mixture fraction, the interval is 0.75 <f/f$< 0.95, wherefs =

overview of the distribution of chemical states in a flame. This 0.353 is the stoichiometric value of the mixture fraction. The
is particularly true in the turbulent flames, where data from a peak OH mass fractions, both measured and predicted, occur
single spatial location includes samples covering a broad range within this mixture fraction interval. The conditional pdfs for
in mixture fraction. In contrast to the scatter plots in Figs. 3 the two turbulent flames C and D are significantly broader that
and 4 for the turbulent flames, the data shown in Fig. 1 for the pdf for the laminar flame A, and the most probable value of
flame A are confined to a relatively narrow nuxture fraction the OH mass fraction in flames C and D is 4.4x10 "3. This
interval Flame A was observed to be quite steady, and the value is significantly higher than the peak OH mass fractions
average values of temperature and species mass fractions from the laminar flame calculations.
measured in this flame are consistent wtth calculations for
laminar flames at low strain rates. Therefore, the spread in the The conditional pdfs for the two turbulent flames differ
experimental data in Fig. 1 gives a good indication of the single at low OH mass fractions due to the higher probability of local
shot uncertainty in the measurements. This is true of the extinction in flame D. The pdf for flame D has a spike at zero
mixture fraction, as well as temperature and species mass mass fraction that is not present in the other flames.
fractions This experimental uncertainty must be taken into However, it is important to note that the increase in Reynolds
account when interpreting results for the transitional and number from 8,830 to 20,700 and the onset of local extinction
turbulent flames, have no significant effect on the shape of the conditional pdf at

the higher OH mass fractions. These results suggest that the
Differences among the four experimental flames are elevated OH mass fractions observed in turbulent

readily apparent in the results for temperature and the mass nonpremixed methane flames cannot be attributed to
fractions of major reactants and products, CH4, 02, H20, and extinguishing and reigniting fluid samples and that turbulence
C02. Considering flame B (Fig. 2), we find that the data in alters the structure of the reaction zone from that which exists
this transitional flame are spread over a range in mixture in steady laminar diffusion flames.
fraction from 0.1 to 0.8. Within the experimental uncertainty, 0.25 _

however, the measurements remain consistent with the
laminar flame calculations for low and intermediate strain
rates. This transitional flame has the visual appearance of a >. 0.20- 0.265 < f < 0.335
wavy laminar flame, in which the reaction zone moves radially
relative to the fixed laser probe volume. zr

When the Reynolds number is increased to 8,830 .o 015-

(flame C, Fig. 3) the flame becomes turbulent. The data span "5
an even wider range in mixture fraction, and we begin to see C 0 ..10.
evidence of local extinction. A few points within the reactive / t

range of mixture fraction (0.15<4<0 4) show low terperatures, C
low product mass fractions, and high reactant mass fractions, U o 05-
indicating that the local strain rate or scalar dissipation rate
has exceeded the extinction limit. With the exception of the
few extinguished samples, the data for temperature and the o.o0
mass fractions YCH4, Y0 2 , YH20, and YCO2 are again 0.0 10 2.0 3.0 4.0 5,0 6.0 70

consistent with the lamirar lame solutions, within the OH Moss Fraction '10"r
experimental uncertainty. The five laminar flame solutions Fig. 5. Conditional probability density functions (pdfs) of
show that the effect of increased strain is to decrease measured OH mass fractions within the interval in mixture
temperature and product mass fractions. YCO2 drop:, more fraction of 0 265 <f < 0.335 for each of the four cases:
rapidly than YH20 in the calculations due to the slower kinetic flame A (.. ), flame B ( _ - -),
rates of the reactions producing C02. The turbulent flame data flame C (. ), and flame D ( -

.31-3-5



The conditional pdf for flame B, the transitional case, REFERENCES
has characteristics that are intermediate between the laminar
and turbulent cases. This transitional pdf is broader than that Barlow, R. S., Dibble, R. W., St~tmer, S. N. & Bilger, R. W.,
from the laminar flame but is not as broad as the pdf from the "Piloted Diffusion Flames of Nitrogen Diluted Methane
turbulent flames. The most probable value of the OH mass Near Extinction: OH Measurements," Twenty-Third
fraction in flame B is 3.5x10"3,, which is only slightly higher Symposium (International) on Combustion, The Combustion
than in the laminar flame. This result suggests that there may Institute, Pittsburgh, Pa., in press (1991).
be a gradual change in the structure of the reaction zone as the Barlow, R. S. , Dibble, R. W., StAimer, S. H. & Bilger, R. W.,
flame goes through transition from laminar to turbulent. AIAA paper 90-0732 (1990a).
However, additional experiments at several intermediate Barlow, R. S. & Collignon, A., AIAA paper 91-0179 (1991).
Reynolds numbers will be required to fully characterize the Barlow, R. S., Dibble, R. W. & Lucht, R. P., Optics Letters 14:
evolution of the 01 pdfs. 263-265 (1989).

Barlow, R. S., Dibble, R. W, Chen, J.-Y, & Lucht, R. P.,
Mechanisms for the Effects of Turbulence on Chemical States Combust. Flame, 82:235-251 (1990b).

Bilger, R. W. , Twenty-Second Symposium (International) on
There are several possible mechanisms for the Combustion, pp. 475-488, The Combustion Institute,

observed effect of turbulence on the chemical states in Pittsburgh, Pa. (1989)
methane flames. These include: i) the response of the kinetic Bilger, R. W., StArner, S. H. & Kee, R. J., "On Reduced
system to unsteady strain, ii) changes in the profile of scalar Mechanisms for Methane-Air Combustion in Nonprcmixed
dissipation through the reaction zone, iii) flame curvature, and Flames," Combust. Flame 80:135-149 (1990).
iv) changes in the degree of differential diffusion. At this time, Chen, J.-Y. , "Reduced Reaction Mechanisms for Methanol-
the relative importance of these mechanisms is unclear, and Air Diffusion Flames," Comb. Sci Tech., in press (1991).
this is an area of ongoing research. Recent calculations have Chen, J.-Y., Dibble, R. W. & Bilger, R. W., "Pdf Modeling of
shown that flame unsteadiness can cause significant increases Turbulent Nonpremixed CO/H 2/N2 Jet Flames with Reduced
in the concentrations of some species. Maub et al. (1990) Mechanisms," Twenty-Third Symposium (International) on
reportel high CO concentrations in unsteady calculations of Combustion, The Combustion !nstitute, Pittsburgh, Pa., in
laminar methane flames. Chen & Dibble (1991b) have press (1991).
observed similar effects in unsteady perfectly stirred reactor Chen, J.-Y. & Dibble, R. W., in ]&&icj Kinetic Mechanisms
calculations. In both studies, flames were pushed very close and Asymptotic Aoproximatio Is for Methane-Air Flames,
to extinction (high strain rate or short residence time) and then M. D. Smooke, ed., in press (1991a).
allowed to relax or reignite. The present experimental results Chen, J.-Y. & Dibble, R. W., "A Perfectly-Stirred-Reactor
show that elevated OH mass fractions occur in flames that are Description of Turbulent Methane-Air Nonpremixed
well away from the extinction condition. Therefore, the high Flames," (IUTAM) Symposium on Aerothermodynamics in
OH mass fractions are not solely the result of an extinction- Combustors (1991b).
reignition process, as suggested by Maub et al. Chen has also Garland, N. L. & Crosley, D. R., Twenty-First Symposium
begun to investigate the temporal response of laminar (International) on Combustion, pp. 1693-1702, The
methane-air flames to sinusoidal variations of the scalar Combustion Institute, Pittsburgh, Pa. (1988).
dissipation that do not take the flame close to extinction. Haworth, D. C. Drake, M. C., Pope, S. B. & Blint, R. J.,
Initial results indicate that unsteadiness of this type is unlikely Twenty-Second Symposium (International) on Combustion,
to produce the significant increase in OH mass fractions p. 1533, The Combustion Institute, Pittsburgh, Pa. (1989).
measured in the turbulent flames. The same computer code Jeffries, J. B , Kohse-H6inghaus, K., Smith, G. P., Copeland, R.
can be used to investigate the importance of differential A. & Crosley, D. R., Chem. Phys. Let., 152:160-166 (1988).
diffusion and of changes in the scalar dissipation profile in Masri, A. R., Bilger, R. W. & Dibbie, R. W., Combust. Flame
determining the peak OH mass fractions. These computational 68:109-119 (1987).
experiments are in progress. Maub, F., Keller, D. & Peters, N., "A Lagrangian Simulation of

Flamelet Extinction and Re-ignition in Turbulent Jet
CONCLUSIONS Diffusion Flames," Twenty-Third Symposium

(International) on Combustion, The Combustion Institute,
Simultaneous point measurements of major species Pittsburgh, Pa., in press (1991).

concentrations, temperature, and hydroxyl radical Paul, P. H., Meier, U. E. & Hanson, R. K., AIAA paper 91-
concentration have been made in a series of laminar, 0459 (1991).
transitional and turbulent jet flames of air-diluted methane. Peters, N. & Kee, R. J., Combust Flame 68:17-30 (1987).
Reynolds numbers based on the nozzle exit conditions were Peters, N., Twenty-First Symposium (International) on
1770, 4420, 8830, and 20700. Measured OH mass fractions Combustion, p. 1231,, The Combustion Institute, Pittsburgh,
and major species concentrations in the laminar flame are Pa. (1988)
consistent with steady laminar flame predictions. However, Pope, S. B., "Computations of Turbulent Combustion: Progress
measured OH mass fractions in the turbulent flames are and Challenges," Twenty-Third Symposium (International)
significantly higher than predicted by the steady laminar flame on Combust.on, The Combustion Institute, Pittsburgh, Pa.,
calculations. These high OH concentrations appear in flames in press (1991).
where strain rates are well below the level that causes local Rogg, B., Behrendt, F. & Warnatz, J., Twenty-Second
extinction and, therefore, cannot be explained solely on the Symposium (International) on Combustion, p. 589, The
basis of a transient extmnction-reignition process. This result Combustion Institute, Pittsburgh, Pa. (1989).
demonstrates that turbulence alters the structure of the Smooke, M., Puri, I. K. & Seshadri, K., Twenty-First
methane-air reaction 7one from that which exists in the steady Symposium (International) on Combustion. pp. 1783-1792.
laminar flame calculations. Conditional pdfs of OH mass The Combustion Institute, Pittsburgh, Pa. (1988).
fraction in the four experimental flames suggest a gradual StAirner, S. H. & Bilger, R. W., Combust. Flame, 61:29-38
transition between the laminar and turbulent flame structures. (1985)
There is no significant evolution in the shape of the conditional StArner, S. H., Bilger, R. W., Dibble, R. W. & Barlow, R. S.,
pdfs between the two turbulent flames, which differ in Comb. Sci. Tech. 70:111-133 (1990a).
Reynolds number by more than a factor of two. StArner, S. H. , Bilger, R. W., Dibble, R. W. & Barlow, R. S.,

Comb. Sci. Tech. 72:225 (1990b).

31-3-6



E1GIVI'll SYMPOSIUINI ON
TURBU,.ENT SlHEAR FI.OWS 31-4
Technical University of Munich
September 9-1 I. 1991

THREE-DIMENSIONAL VORTICAL STRUCTURE OF A TURBULENT FLAME

E Gutmark,. P. Parr, D. M Hanson-Parr, and K C. Schadow

Research Department. Code 3892
Naval Weapons Center, China Lake, CA 93555-6001

ABSTRACT planar temperature mapping were described in Gutmark et al
(1989b). The effect of forcing on the azimuthal structure of

Two dimensional (i.e, planar) species and temperature the flame was discussed Gutmark et al. (1989a). Gutmark et
imaging experiments, on simple axisymmetric transitional or al (1988) descnbed the three-dimensional character of the
low turbulence level reacting flows, have indicated that three flame coherent structures during their formation and interac-
dimensional effects are of prime importance even at very low Don. The flame structure was shown in planes with different
Reynolds number. In fact, the 3-D interaction between large orientations. These papers emphasized the complexity of the
scale spanwise vortices and streamwise vortices, in a simple flame structure which is difficult to describe with conventional
axisymmetric nozzle combustion system, is apparently a flow visualization techniques.
majoi mechanism in the breakdown of 2-D (axisymmetnc)
large scale turbulent structure into fine scale 3-D turbulence The present paper describes two and three-dimensional
required for molecular mixing and good combustion efficiency structure of a reacting let using Planar Laser Induced

Fluorescence (PLIF)
To study these complex 3-D flows requires a spatially and

temporally resolved non-intrusive diagnostic capability. EXPERIMENTAL ARRANGEMENT
Advanced laser combustion/flow diagnostics are required to
freeze the complex flow structure and display it in resolved A system for PLIF imaging (Kychakoff et al, 1982) of OH
three dimensions. In the present work, three dimensional radicals in flames using a XeCI excimer laser at 308 nm was
images of a reacting jet were constructed from multiple two- used (Fig. 1) (Gutmark et al., 1989b) The laser beam was
dimensional images acquired at a constant phase angle. The expanded into a planar sheet, passed through the flow in a
images revealed the strong coupling between the streamwise chosen direction: ps'allel to the jet axis for studying the
and spanwise vortices in the flow. The measurements have streamwise evolution of the structures or perpendicular to the
strong resemblance to results of numerical simulations of a axis for azimuthal structures measurements. The resonance
reacting planar shear layer. fl,-rescence from OH was imaged with a gated intensified

o(e rray camera, The sheet was approximately 0.5 mm
INTRODUCTION wide

Reacting turbulent jets are governed by the interaction of
the fluid dynamics, chemical reaction and heat release E. i
(Broadwell & Dimotakis, 1986). The fluid dynamics involved in (-A-) CYLIDRCAL

these types of flows are related to a mixing layer flow which is CIMER LENS

governed by large-scale vortices. The roll-up and growth of LASER Y OFFUSION FLAME

these vortices are determined by instability forces and mutual FILTER LENS

interactions (Brown & Roshko, 1974). The large-scale struc- FE
tures entrain flow from the two sides of the shear layer and mix
the flow at both large and small scales, leading to the molecu- -LE-T-OICSI
lar mixing necessary for reaction. The development of large- ODE-AAY

scale vortices in the shear layer is influenced by the reaction CE Alin

through heat release and density gradients. In turn, the vor-
ticity controls the reaction by the turbulent mixing process LOCKED LOOP

(Mungal & Dimotakis, 1984).

The ability of a circular jet to develop modes of instability
which are higher than the axisymmetric mode was demon- Fig. 1. Experimental Set-Up For PLIF Imaging in 2-D.
strated by linear stability analysis (Fuchs, 1972; Plaschkj,
1979; Strange & Crighton, 1983; Mattingly & Chang, 1974, The air issued at a velocity of 5 m/s from a 2Z m i diameter
and Michalke & Hermann, 1982). In a relatively large diameter circular nozzle yielding a Reynolds number of 7000, based on
jet with a thin shear layer surrounding its core, many the exit diameter, exit velocity, and the kinematic viscosity of
azimuthal modes are equally unstable (Cohen & Wygnanski, the air at room temperature The propane fuel was injected
1987). The phase velocity of the higher modes is nondisper- circumferentially around the air jet nozzle into the initial shear
sive in a wide range of frequencies thus allowing resonant layer, via 24 1.6 mm diameter holes, on a 23.5 mm diameter
interactions to occur, which amplify these modes. The evolu- circle, which are slightly angled into the shear layer. The fuel
tion of azimuthal structures on coherent initially axisymmetric exit velocity was 0 2 in/sec.
vortices was observed both in co;d flow (Browand & Laufer,
1975) and reacting flows in flames (Chen & Roquemore, 1986; The flow was excited by a set of four speakers mounted in
Settles, 1985; and Gutmark et al., 1989a). an acoustic resonating chamber (a 45 cm diameter base by 66

cm tall cone) which was used as a settling chamber as well.
Preliminary results on the evolution of vortical structures The speakers were driven at controlled frequencies and ampli-

in an annular diffusion flame using OH concentration and tudes using a dual phase locked loop and audio power
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amplifier. To construct the turbulent structure at a specific SINM.E ExPOWSU - 18 nsec
phase, the laser system was phase locked to acoustic exci- 5o 1.3

tation of the flame jet. The phase angles between the forang
signal and the laser could be varied in a full cycle range. The
forcing frequencies, amplitudes, and relative phase angles 40.

were monitored (in cold flow) by using a calibrated hot-wire
anemometer. The speakers force, and phase lock, only the
longitudinal mode of the jet 3o

The azimuthal structure was stabilized by vortex genera- i
tors in the jet boundary layer upstream of the exit Previous T .
experiments (Gutmark et al., 1989a and 1988) showed that
the preferred azimuthal structure has a five-fold symmetry.
Therefore, a set of five pairs of split delta-wings were installed t0-
at the exit Two configurations of wings were tested. One was
generating 'mushroom* like vortices and the other a *delta
wing* type vortex pair. The triangles forming the semi-delta 0 'C,
wing had a base of 4 mm and an apex angle of 300. 10 20 50 40 0

DIfSTkXE int

The data was taken in two different modes. Short time
exposures were taken yielding instantaneous OH LIF signal PFASE AVEMAD - 5.SIC
level images (18 nsec). Alternately, multiple frames (about
100), taken at a constant phase angle, were averaged 50-
together for each image to reduce the chaotic nature of the
flow and bring out the coherent portion.

RESULTS AND DISCUSSION !. '

Vortex Dynamics in Reacting Jets "1 so

Figure 2a shows a phase-averaged OH concentration X
taken in a flow that was acoustically excited at the preferred 20 §
mode of the jet (St = 0 44). The image has a scale attached to
it with values (voltages) corresponding to the upper and lower
limits indicated. These voltages are proportional to the fluo-
rescence intensity from the OH radicals in the flame. The OH
fluorescence intensity seems to be nearly uniform inside the
vortex. The structures are highly coherent in shape and loca- 20
tion, but the internal details are smeared by the averaging 40 -0,

process. An example of a single shot of 18 nsec duration is DMTM4E l
shown in Fig. 2b for OH fluorescence. It is shown here that Fig, 2. Phase-Averaged and Short Time Exposure (18
following the initial roll-up, the combustion is most intense in nsec) OH Concentration in a Circular Jet Vortex
the vortex circumference. Time sequences of "instantaneous* Forced at the Preferred Mode.
images show that as the vortex is convected downstream, the
combustion proceeds into the vortex core while the reaction at The small vortices, obtained by this forcing, make it pos-
the circumference is completed. sible to follow the circumferential structure along more than

one cycle in the vortical structure development. The figure
An efficient combustion reaction occurs in regions where shows the cross-sections of the vortices during three spatial

molecular mixing between the fuel and the oxygen is obtained cycles of evolution. The initial structure which is even and
In a diffusion flame the fuel and air are mixed together initially symmetri," at X/D = 0.23 (frame 3.2) develops wrinkled struc-
by the large-scale structures. The reaction requires addi- ture at X/D = 0.7 (frame 3.3) The instantaneous picture
tional small-scale mixing. The small-scak, turbulence produc- shows that the flame sheet is not continuous and there are
tion was shown to be concentrated at the circumference of some regions where local flame extinction occurs These
the large-scale structures following the roll-tp process This regions move randomly around the braid region. The braid
previous observation, obtained in cold nonreacting flows can becomes more corrugated closer to the roll-up location and
explain the present results concerning the reaction zones in the reaction is concentrated in bulges around the braid.
the flame vortices. These bulges may be related to the streamwise vortices (or

.ribs') which were observed in nonreacting shear flows
Givi et al (1986) investigated the conditions leading to (Bemal, 1981). It was shown that the ribs increase locally the

local flame extinction due to the high dissipation rates at the small-scale turbulence energy and deform the vortices by
braids formed during the vortices' roll-up. Their findings agrep being wrapped around them. The three dimensionality which
well with the present measurements Both the average ar,. is introduced through tiis process, is amplified and subse-
the instantaneous OH fluorescence maps (Fig 2), show th, quently results in transition to random turbulence of the
quenching of the flame in the braid region. initially coherent flow. The three dimensional structure in the

fully developed vortex (frame 3.4) has more secondary lobes
Streamwise Vortices and Azimuthal Structures relative to larger vortex generated by preferred mode forcing

(Gutmark et a, 1988). This change of the number of sec-
The circumferential structure of the flame was studied by ondary structures with the pnmary vortex core size was also

slicing the flame with the laser sheet perpendicular to the described in Widnall e. al (1974). The number of lobes is
flame axis, at different axial distances from the nozzle. Figure reduced at the upper edge of the vortices, as the reaction
3 shows the instantaneous measurements of the flame, moves more into the vortex core. At the final stages of the
forced at the harmonic of the preferred mode frequency. vortex burning, at the upper edges of the flame, the reaction
Frame 3.1 shows the locations of the perpendicular cuts along is now concentrated in pockets, which are moving randomly
the vortex, around the flame In the rest of the vortex the OH disappears

due to the flame temperature drop caused by mixing with the
ambient cooler air.
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.2 6 Two-Dimensional Slices Used For 3-D Reconstruction
00 45

60 7 35 4 The streamwise vortices which were generated by the
30 semi-delta wings had a strong effect on the flame structure.

40 Figure 4 shows the two-dimensional images of radial cross-
- sections of the flame obtained at increasing axial distancesI l from the flameholder. The initial *braid* region acquires a

2 5 pentagonal shape due to the flow induced by the streamwise
15 40 60 o 0? 0 e0 vortices. The shape of these vortices become more evidentY < ,, Y 0.> ?1 as the axial dist=-ance grows and the axial vortces develop

45- 4 (xID = 0.62). A close-up figure of the streamnwise vortices is
4 2 5, shown in Fig. 5 for a phase-avoraged and instantaneous
S5 image. The mushroom" shape of the streamwise vortex is

3' ."evident in both images. The vortex generators produce a25 "E highly coherent vortex with ow jitter level, thus, resultng in a
Is. 1. clear image of the streamwise vortex cross-section. Moving

S 0 10 nfurther downstream into the spanwise vortex region, x/D =
50.94 (Fig. 4), it becomes pinched off with a Eve-fold symmetry,

52 05 0 0 which is related to the longitudinal structures. The interaction
5 1 5 Z0 between the streamwise vortices and the spanwise coherent

45- 065 45 structures results in a deformatien of the latter and then

40 3 40 6 breakdown to smaller scales. Studying the variation of the
35 312 stack of radial slices along the axis shows the three-

3e dimensional character of this flame. This feature requires a

,20 ,20 three-dimensional presentation of the flow to gain understand-
NID.s ing of the interaction between the various instability modes in

3.1 the flame.

. .1..520.A.io A 05 0 20 540 45 0 3-D images of the flame were constructed from 20 two-Y () ) dimensional planar images using StansSurf rendering soft-

Fig. 3. Instantaneous Planar ages in Cross-Sections ware (Wu & Hesselink, 1988) (or you can have data rendered
Perpendicular to the Jet Axis at Different Axial by Donna using marching cubes algorithm). The perspective
Locations. The flow is forced at the harmoric of the views of the flames forced by the "mushroom" type vortices
preferred mode frequency (1) On-axis plane cross- and by the "delta' type vortices are shown in Figs. 6 and 7,
section, (2) x/D = 0.23, (3) x/D = 0.7, (4) x/D = 0.92, respectively. The rendenng was done using the phase-aver-
(5) W/D = 1.5, (6) x./D = 1.85, (7) x/D 2.66. aged set of data, resulting in a relatively smooth interpolated

surface. The transition from the streamwise structures to the
Although the spanwise vortex structure is phase locked in spanwise pinched vortices is clear in these images. There are

these experiments via the acoustic forcing, the azimuthal some differences between the two flame structures due to
structure shown in Fig. 3 is not spatially phase locked. Even the two types of vortex generators. I igure 8 shows the
though this flow system generally led to five azimuthal lobes structure of the flame with *delta-wing" axial vortices recon-
(M = 5), their position around the center of symmetry was ran- structed from instantaneous data, at the same phase angle.
dom from one realization to the next. By spatially phase The roughness of the surface increases considerably due to
locking the streamwise vortices using five miniature vortex the small-scale structures of the instantaneous images.
tnppers, the azimuthal structure can be locked spatially It However, the coherence of both the spanwise and streamwise
was determi,,ed that streamwise vortices which were gener- structures obtained by using the combined active and passive
ated in the braid region at the nozzle exit, leads to pinched off forcing is sufficient to obtain a consistent structure even from
portions of the fully developed vortex ring further downstream, instantaneous data
The streamwise vortices apparently wrap around the vortex
ring and pinch it off, generating the five-fold symmetry in the Further details of the intenor and exterior data is obtained
structure. using a vertical slice through the flame center (Fig. 9) showing

the flame evolution in the jet core The vertical cut also
Three Dimensional Imaging emphasizes the odd-symmetry, such that the right cut is

passing through the vortex bulge and the left side between the
By acquiring multiple images with the laser sheet at bulges. Horizontal cut (Fig. 10) through the center of the

increasing x/D locations, and a constant phase angle in the spanwise structures shows the pinched structure with reac-
vortex roll up process, the 3-D structure of the flame can be tion zones only at the outer parts of the vortex, where the high
built up. Initially the braid region is circular and symmetnc, but turbulence level concentrates. Similar three dimensional
azimuthal instabilities begin to be evident relatively close to structures were obtained by using numerical simulation of a
the nozzle and amplify in intensity further downstream. These reacting planar mixing layer (Grinstein, 1990). Figure 11
instabilities are associated with streamwise vortices. Their shows the product concentration together with the vorticity
amplitude are enough to entirely pinch off the fully developed magnitude. The pinching of the spanwise structures by the
,ortex ring and convolute its shape. This leads to azimuthal streamwise vortices is evident in this case, similar to the
break up of the vortex and the generation of small scale axisymmetric experiments data The concentration of prod-
turbulont structure. uct is affected such that there is a reduced product formation

where the streamwise vortices wrap around the spanwise vor-
In order to obtain three-dimensional images of the complex tices. Some reaction is calculated and measured also along

structures without an instantaneous 3-D technique, the the streamwise vortices, but most of it is quenched by high
azimuthal high modes of instabilities were spatially stabilized strain rates. Figure 12 depicts a closeup view of the stream-
using a passive forcing system of semi-delta wings. The wise delta vortex in the braid region of the flame.
three-dimensional image of the phase-locked structures was
reconstructed from 20 planar slices measured at different
axial locations Using this technique it was possible to follow
the generation of streamwise vorti..es in the braid region, their
growth and subsequent interaction with the large-scale span-
wise vortices.
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Fig. 4. Multiple Axial Planar Cross-Section Used to Reconstruct a 3-D Image. Azimuthal strucaire stabilized by
semi-delta wing (*mushroom" type vortex) Spanwise structure forced at St = 0.49. (a) xID =0.15; (b) x/D = 0.45;
(c) x/D= 062; (d) x/D 0.94.
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Fig. 5. Close Up Cross Sectional Cut in Streamnwise "Mushroom' Type Vortices in "Braid' Region.
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Fig. 6. Phase Averaged 3-D Image of the Azimuthal Fig. 9. Vertical Cut Through the Phase Averaged 3-0 Image of
Structures in the Flow, With Streamwise "Mushroom* type the Azimuthal Structures in the Flow, With Streamwise
vortices. "Mushroom" type vortices

Fig. 7. Phase Averaged 3-D Image of the Azimuthal Fig. 10. Horizontal Cut Through the Phase Averaged 3-D
Structures in the Flow, With Streamwise "Delta type" vortices Image of the Azimuthal Structures in the Flow, Wit,

Streamwise "Mushroom" type vortices.

nproduie t ( oncentilratiOn

Svorticity magmniudt.

• ~1' 1". (4rim~tein. N.RL

Fig 8. Instantaneous 3-U Image of the Azimuthal Structures Fig. 11 Numerical Simulation of Product Concentration and
in the Flow, With Streamwise "Delt-i-Wing" type vortices Vorticity Magnitude in a Planar Reacting Mixing Layer

(Grinstein, 1990)
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This growth is govemed by the roll-ups and merging of the
large scale structures i', the shear layer. The description of MATTINGLY, G. E. & CHANG, C. C 1974 J. Fluid Mech. 65,
these structures in the literature is usually related to their 541.
phase averaged properties. Actually their coherence exists
only in the average. The capability of the PLIF technique to MICHALKE, A. & HERMANN, G 1982 J. Fluid Mech 114, 343
give both phase-averaged and instantaneous informatior,
opens up tho possibility to study t,"eir actual highly unsteaiy MUNGAL, M. G. & DIMOTAKIS, P E. 1984 J. Fluid Mech
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cuts in the flame, it is possible to reconstruct the three-
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the coherent structures. When these secondary disturbances
are amplified they break the large-scale coherence, leading to
the transition to small-scale turbulence This process is
important to understand the relationship between the
evolution of large-scale structures and the transition to small-
scale turbulence in reacting shear flows.

The results presented in this paper describe the use of
PLIF for 3-D reacting flow visualizations. PLIF is the only
currently available experimental technique which is capable of
supplying multi-dimensional data of koth flow field and reac-
tion process (including temperature and different species)
instantaneously and simultaneously. The technique is now
exten&d to have the capability of nearly instaeitanoous time-
re3olved 3-D imaging of highly turbulent reacting flows.
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but have not been fully adressed.
ABSTRACT This paper reports an experimental study of the reacting flow

Turbulent transport processes typical of swirling field in the vicinity of a swirl-induced recirculation zone and is an
recirculating flows, including those with chemical reaction, are extension of previous work for non-reacting conditions (Durio et
analysed and discussed based upon laser-Doppler measurements al., 1990). The experiments include laser-Doppler measurements
of mean and turbulent velocity characteristics. For the of mean velocity and double and triple velocity correlations in the
combusting flows, the results encompass the study of a non- three spatial directions, which are complemented by mean
premixed flame with a heat load of 350kW and include mean temperature measurements in the reacting flow. The results are
temperature measurements. The results show that although used to ubtain Favre averaged estimates of the convection and
combustion does nor alter the mean flow pattern, it increases pioduction terms of the transport equations for shear stress and
mean shear and curvature, resulting in mceased turbulence levels turbulent kinetic energy and provide a basis to improve our
and anisotropy thoughout the flow. This is associated with large understanding of relevant transport processes in industrial
scale motions with a predominant frequency, although their burners and to guide turbulence modelling.
contribution to the time-average turbulent kanetic energy is shown
to be small Inspection of the terms in the conservation equations 2. FLOW CONFIGURATION AND EXPERIMENTAL
for the turbulent stresses have allowed to quantify the extent up to METHOD
which the interaction of normal stresses and normal strains Details on the experimental techniques assessments of
influence the flow and suggest the likely magnitude of turbulent accuracy have been reported in a previous work (Moreira, 1991)
diffusion and dissipation. and only a summary is presented here.

The flow configuration is based on those used under "dual"
1. INTRODUCTION burning of liquid and gaseous fuels in practical furnaces. it

The combustion process in swirling recirculating non- comprises a commercial fuel atomizer with an external diameter
premixed flames is partly dependent on the mixing of the fuel and of 23mm, assembled in a low velocity co-flow of propane gas
air streams, which in turn is determined by the state of the flow (54mm 0. D.), which is externally surrounded by a high velocity
turbulence. Knowledge of the turbulent structure of swirling co-flow of air (84mm 0. D.). A diverging quarl typical of those
recirculating flows is, therefore, essential foi the analysis of found in the burners of industrial furnaces, was located at the
practical combustion systems and is usually inferred from cold burner exit and could be removed to permit the measurement of
flow conditions as in current modelling practice-, largely a carry- boundary conditions. Swirl can be imparted to both streams by
over from well-tested approaches *n non-reacting flows (e. g., means of fixed blades at 450 with resulting swirl numbers,
Jones and Whitelaw, 1985). A better understanding of the estimated from the geometry of the blades, equal to So--0.77 and
mechanisms of turbulence gen,''ation or supression by S1=0.85 for the outer and inner streams, respectively. The air
combustion is, however, ntcessay in investigating the extent up flow rate was measured by a calibrated standard orifice meter and
to which these practices can be used without modification for integrated pitot-tube measurements have shown that the measured
vanable density flows (e. g. Heitor et al., 1987; Starner and flow rates are accurate within 2%. The propane mass flow rate
Bilger, 1989) and depends on the availability of detailed flo raesure arate with n Teopae malow ra
experimental data (e. g , Bilger,, 1991). was measured by a rotameter with an absolute error smaller than

Velocity measurements in swirling recirculating flarr-s have 0. lg/s, which corresponds to an accuracy of 1.75% for the flow
been extensively reported (e. g , Tangirala et al , 1987;, conditios studied here.
1lardalupas et al., 1990), but measurements have been mostly The measurements presented here were obtained for reacting
concerned with turbulence intensities and only a few examples of and non-reacting conditions in the absence of liquid fuel. The
other turbulence properties are available In particular, third-order reacting flow corresponds to bulk velocities, defined as the ratio
correlations of velocity fluctuations can provide information on between the flow rate and the cross sectional area, equal to
the effects of curvature and proximity of a stagnation zone on the U0 =30m/s (Reo=49500) in the air stream and Ugas=l.8ms
turbulence structure and are necessary to obtain a full second- (Re1=3000) in the gas stream, corresponding to a flame with an
order closure of the differential equations for turbulent transpor air to fuel volumetric ratio (AFR) equal to 27.6 and a heat load of
of momentum and energy (e. g., Launder, 1989). However, about 350kW. The non-reacting flow analysed throughout this
most of the published works reporting higher-order velocity work was obtained by renlacing the propane gas by air with the
measurements are concerned with th effects of curvature in cold same momentum flux, which results in a Reynolds number equal
mixing layers (e. g., Smiths et al., 1979; Gibson and Younis; to 4000 in the inner flow.
1983; Gibson et al., 1984) and only a few papers report similar The origin of the axial axis, x, is taken at the center of the
measurements in curved reacting flows (e. g., Sttrmer; 1986, exit plane of the model burner and the tangential velocity is taken
Heitor et al., 1987). In addition, experiments in which the positive in the anticlockwise direction, as facing the burner. The
measurements are used to obtain magnitude estimates of other burner is located vertically directed upwards and the symmetry of
quantities of direct relevance to turbulence modelling, such as the flow was verified by measuring several complete radial
budgets and correlation coefficients of Reynolds stresses, are profiles in the horizontal plane.
necessary, but are very demanding in the experimental technique Velocity measurements have been obtained with a dual-beam
(e. g., Dur~o and Heitor, 1991). Only recently LDA laser-Doppler anemometer similar to that described by Durdo et
measurements have been used to derive such information (e. g., al. (1990), based on an argon-ion laser light source at 514.5nm
Starner and Bilger, 1987; Heitor et al., 1987) but in somewhat (IW nominal) with sensivity to the flow direction provided by
simple flows, such as non-reacting mixing layers, axisymmetric light-frequency shifting from acoustico-optic modulation (double
jet flames with moderate swirl or bluff-body recirculating flames. Bragg cells) wit. a resulting shift of the Doppler signal in the
Strongly swirled recirculating flows include additional features range 0-10MHz. The half-angle between the beams was 4.920
due tc the effects of centrifugal forces and curvature in zones of and the calculated dimensions of the measuring volume at the e-2
mean shear (e. g., Takagi et al., 1985; Stamer and Bilger, 1989) intensity were 1.528 and 0.132mm. The transfer function in the
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absence of frequency shift was 0.33MHzm" s. Forward- maximum tangential velocities occur with absolute values about
scattered ligth was collected and focused into the pinhole aperture 80% of the annular bulk velocity. For reacting conditions the
(0 300 mm) of a photomultipher tube with a magnification of reverse flow zone is characterized by uniform and high mean
0.74. The band-passed filtered Doppler signals were processed temperatures, as in other recirculating flames (e g., Heitor et al.,
by a commercial frequency co (TSI 1980B) interfaced with a 1987; Tangirala et al., 1987). Despite the qualitative similarities
16-bit microcomputer. between the two flows, combustion induces significant

The complete LDV system was fixed and the burner was quantitative differences: the mean axial and tangential velocities
mounted on a three-dimensional traversing unit, allowing the increase because the density is lowered and the axial and angular
positioning of the control volume within ±0.25mm. The momentum must be conserved; the recirculated mass flow rate

decreases from 67% in the non-reacting flow to 14% in the
distributions of the Reynolds shear stresses u '" and u'w" and reacting flow as a result of the reduction in density; the length of
corresponding triple correlations were obtained by traversing the the recirculation zone decreases by 32.5% and its maximum
control volume along two normal diameters with the laser beams width increases by about 12%. These effects of combustion are
in the horizontal and vertical planes and at ±450, as described by similar to those reported in the literature fo flames with high
Durst et al. (1981) swirl numbers (e. g., Claypole and Syred, 1981; Hillmanns et

The accuracy of the velocity measurements obtained in the al., 1986; Tangirala et al., 1987) but must be contrasted with
present flow have been discussed in previous works and only a measurements reported for flames with low swirl numbers, even
summary is presented here. Transit broadenng (e. g., Zhang and though with swirl-induced recirculation zone (e. g , Chigier and
Wu, 1987) and non-turbulent Doppler broadening errors (e. g., Dvorak, 1975, Tangirala et al., 1987).
Kreid, 1974) affect mainly the variance of the velocity Inspection of figure 2 reveals that combustion does not affect
fluctuations and are estimated to be smaller than 5xl0- 5Uo2 and significantly the turbulent flow upstream ofx/Do=l.0, where the
Ix10-3  resp . Tgeneral levels of velocity fluctuations are small inside the

0 
2 , respectively. The number of individual velocity recirculation zone and large in the highly strained annular shear

values used to form the averages was always above 15000, layer. In this region turbulence is strongly anisotropic with
which results in statistical (random) errors smaller than 1% and - -
4%, respectively for :he mein and variance values for a 95% u"2 max= 2.2 v"2 max =2.2W" 2max in the non-reacting flow and
confidence interval (e. g., Yanta & Smith, 1978).

Systematic errors due to sampling bias were minimized by u"2 max=l.33v"2max =_.0w max in the reacting flow.
using data acquisition rates in the range 5 to 10khz and, Downstream of x/Do=l.5 both flows show distinct features: in
therefore, higher than the fundamental velocity fluctuation rate (e. the non-reacting flow, the three normal stresses decrease as the
g., Dimotakis, 1978). Following the analysis of Glass and Bilger
(1978) for coflowing streams, these errors are less than +9% and distance to the burner increases, with v"2 and w" 2 sligfly larger
-10% for the mean and vanarce values, respectively. In order to
minimize bias errors due to unequal particle densities in the inner than u"2 in the vicinity of the rear stagnation point; on the other
and outer air flows, e g., Dur~o et al (1991), the two streams, as
well as the ambient air in the vicinity of the burner head were hand v"2 and w" 2 increase considerably towards the stagnation
seeded separately with powdered aluminium oxide (0.6 to 1pm point in the reacting flow, in a way similar to that observed by
nominal diameter before agglomeration) dispersed in purpose- Heitor et al (1987) and Castro and Haque (1987) in highly
built cyclone generators (e. g., Glass and Kennedy, 1977). In recirculating flows downstream of baffles. The iso-contours of
addition all the measurements were weighted with the time turbulent kinetic energy show that maximum values occur along
between events in order to minimize bias errors in regions of low the edge of the backflow region in the non-reacting flow, while in
particle densities. "Fringe (angle)" bias is minimized by using the reacting flow the largest values occur in the vicinity of the rear
large values of the frequency shifting (e. g., Durst & Zard, 1975) stagnation point. As a result, the reacting flow is strongly
and for the present case the acceptance angle (see Lau et al., anisotropic with probability-density distributions suggesting the
1981) was 3600 for a fringe to particle velocity ratio larger than presence of flow peridiodicity. The evidence of periodic
1, which could be achieved with a frequency shift up to 10Mhz oscillations in the frequency spectra of the velocity fluctuations,

Based on the analysis of Heitor et al. (1987) the velocity ,ould only be observed in the vicinity of the rear stagnation point
averages should be density weighted. of the reacting flow (namely around r/D0o=0.0, x/Do=2.7) where

the spectrum of radial velocity fluctuations have shown a peak
3. RESUJLTS around 30Hz Analysis (Moreira, 1991) has shown that when

Figure 1 shows the measured streamline distributions and this frequency is scaled with the flow parameters in the shear
indicate the most salient features of the mean flow in the vicinity layer adjacent to reverse flow zone, the local Strouhal number is
of the burner head for reacting and non-reactir conditions. The of the order of those characterizing the "bursting" phenomena in
two flows have similar patterns with qu".;tatively similar turbulent slea, layers (e. g., Strickland and Simpson, 1975,
distributions of mean velotty (not shown here due to lack of Simpson et al , 1981). Although the energy contained in the
space), which are typical of those observed in highly rotating frequency peak is only about 4% of the toral spectral energy, the
flows and include a central swirl driven recirculation zone observation suggests the likely importance of intermtency in the
surrounded by an annular forward flow region where the mixing process between the hot fluid inside the recirculation zone

NON-REACTING FLOW -5 and the heterogeneous density field, in a way similar to that
observed in other comparatively simple flows with density

20 gradients, e. g., Rajagopalan and Antonia (198 1).

the The distributions of the shear stress, u" v", have maximum

values coincident with those of u"2 , with increased values for
the reacting flows. The sign of the shear stress is related to the

. - -. sign ot the shear strain dU/&r in accordance with a turbulent
0 0 viscosity hypothesis (e. g., Jones and Whitelaw, 1985) except05 20 ts -20 30 35 '0 for a narrow zone in the upstream part of the shear layer ac, cent
0s to the reverse flow zone in the reacting flow, where the shear

strain is close to zero as in other recirculating flows (see, for
, 10 example, Heitor et al., 1987).

Structural parameters have ben calculated from the results to
,EACTING FLOW 5 quantify the extent up to which the nature of turbulence has

changed owing to combustion. The correlation coefficient for the

shear stress, Ruv=UV"/(u"2 +v' 2 ), in the inner shear layer

Figure I - Measured streamline distributions for non-reacting (where oY)Jfdr>0) is found to follow similar trends in the non-
and reacting (AFR=27) flows, Re=49500. reacting and reacting flows. Ruv increases from -0.3 at the exit
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plane of the quarl x/ 0o) 0) uip to about -0.7 at xD 0 = 1.0 and
decreases to a const, nt v.-!.ie equal to -0.4 far downstream. layer (where dU/dr<0) combustion increases the peak values of
Similar trends have been o:i' -rved in other recirculating flows (e. Ruv from 0 4 in the cold flow to about 0.7, suggesting the
g., Chandrsuda and Brads'iw, 198 1; 1-eitor et al., 1987) and presence of competitive effects due to dilatation, as referred by
were atributed by Smiths et Ll. (1979) to the presence of extra- tBallal (1975). In addition, the distributions of the ratio between
strain rate as a result of streamline curvature. In the outer shear tesersrs n ubln iei nry ~VNkhv hw
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values smaller than 0.3 (e. g., Harsha and Lee, 1970) in the inner Figure 3a) shows radial profiles of the production and

shear layer of the reacting flow in agreement with the convection terms In the equations for turbulent kinetic energy

observations of Stmiths et al. (1979), Gibson and Younis (1983) normalized by rUo3/Do for the reacting and non-reacting flows,
and Gibson et al. (1984) and values larger than 0.3 in the outer with convection plotted so that a negative value represents a gain
shear layer. The cnteria suggest that the shear stress in our The results show distributions in the outer shear layer (where
reacting flow is primarily induced by streamline curvature and d~ldr<0) similar to those observed in mixing layers free )f
dilatation effects, respectively in the inner and outer shear layer curtr (e. g. tmarkad ynank 1976, e g.

and that large scale motions are likely to have minor importance curvature (e. g., Gutmark and Wygnanski, 1976, e. g.,
in he alace f trbuentkinticenegy.Chandrsuda and Bradshaw, 1982): production is mainly ere to

in the balance of turbulent kinetc energy. the interaction between shear stress and shear strair, and is
balanced by turbulent diffusion and dissipation. In the core ot the

4 DISCUSSION anlre ublnepouto ynra n ha tessi
The results analysed in the previous paragraphs quantify the annularjet turbulence production by normal and shear stresses is

effect of combustion on the velocity characteristics of the negligible and convection is the largest term and represents a

recirculating flow analysed throughout this work. As in other gain, which is balanced by turbulent diffusion and dissipation.

combustion systems, the heat release accompanying combustion For smaller radius, in the region of the separation streamline and

results in acceleration of the flow and in higher levels of the upstream of stagnation (i. e., x/D0 o<2.0), the distribution of the

turbulent fluctuations in the high mean velocity regions of the various terms for reacting and non-reacting flows resembles that
flow. However, the extent up to which this is due to "flame- of the mixing layer of Wood and Bradshaw (1981) and upstream

generated turbulence" (e. g., Bilger, 1986) remains to be of the reattachment zone in the backstep flows of Chandrsuda and
quantified. This is because in uniform density flows turbulent Bradshaw (1981) and Pronchick and Kline (1983): convection is

kinetic energy is generated by the action of the turbulent shear small, production is mainly by shear stress and turbulent
stresses on the mean velocity gradients and the presence of diffusion and dissipation are important and represent a loss.
combustion greatly increases the mean shear by the heat release. Around x/Do=2.1, the deflection of the separation streamline
Reynolds stresses are also increased in line with the increased (figure 1) occurs in a zone where turbulence production by the
turbulence levels and so production of turbulent kinetic energy by interaction of normal stresses with normal strain is large, with
mean shear is greatly increased. Therefore, the so called "flame- maximum values in the vicinity of the centre line for the reacting
generated turbulence" could merely be shear-generated flow and for larger radius fer the isothermal flow. This
turbulence.

The measurements of the mean and turbulent velocity observation is in accordance with the high values of v ''2 /u"2

characteristics reported in the previous section allow to estimate measured in the vicinity of the stagnation point for the reacting
the convection and production terms in the transport equations for flow and agrees with the results of Heitor et al. (1987) in a
turbulent kinetic energy and for Reynolds shear stresses and help baffle-stabilized flame.
to quantify the mechanisms involved in the generation of
turbulence. The estimates are approximate because of the error i The terms in the transport equation of shear stress uV, not

evaluating the spatial gradients, but the values are sufficintly shown here due to lack of space, show that production is

accurate for the purpose of establishing the relative importance of dominated over the whole length of the measurements by the

the separate terms in the conservation equations.
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Figure 3 - Radial profiles of the production and convection terms in the conservation equation for

turbulent kinetic energy in the non-reacting and reacting (AFR=27) flows, Re=49500
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interaction of normal stress with shear strain, i. e., v"2 (aultar, kinetic energy, as in the recirculating flame of Heitor et al.
as in the swirling jet of Ribeiro and Whitelaw (1980) and in (1987), but it is clear that they contribute for the increased
recirculating flame of Heitor et al. (1987). Around the core of the anisotropy ob,'--',d in the present reacting flow. The direct

7v ; implication of . results to the modelling of turbulent flames in
annular jet, where u --0, this term reverses its sign, but either swirling burners is that closure should be achieved at the level of
in the inner or outer parts of the flow is likely to be balanced by transport equations for the individual stresses and that those
pressure-redistribution terms, processes arising from variable density should be represented

It should be noted that distributions of figure 3 for the directly.
reacting flow do not include the source terms involving the mean Difussion of turbulent energy and shear stress may be

associated with the gradients of third-order correlations of
pressure gradient, i. e. ,-u"APldxi, which are associated with the velocity fluctuations, which are strongly affected by both
presence of "flame-generated" turbulence (see, for example, longitudinal curvature and proximity of a stagnation zone and has
Bilger, 1986, Takagi et al., 1985). It is clear that the importance been attributed to large-scale motions (e. g., Castro and
of these terms depends on the co-existence of large values of Bradshaw, 1976; Ribeiro and Whitelaw, 1980). Figure 4 shows

radial profiles across the recirculation bubble of the triple
d/Tdxi with u",, which depends on the particular flame under
analysis. For example, they were found to be small in the jet products uV2 v"  and u v n2

diffusion flame of Starner and Bilger (1989), but of the same , V , which represent the turbulent
order of the shear generation terms and act as to supress the radial fluxes of u .'2
turbulence and mixing in the confined swirling flame of Takagi et show that the ipe and UvVo ' respectively. The results
al. (1985). Also, Heitor et al. (1987) have shown that although magnitude smaller than the corresponding Reynolds stresses andthese terms may be small in the conservation of turbulent mgiuesalrta h orsodn enlssrse n
steses tes maesmdin r the conservation of turbulent have distributions qualitatively similar to those in the shear layer
stresses, the corresponding term in the conservation of turbulent upstream the reattachment zone and within the recirculation
heat fluxe is an important source term in baffle-stabilized flames region in the backstep flows of Chandrsuda and Bradshaw
and gives rise to non-gradient diffusion processes. Estimates of (1981), Driver and Seegmiller (1983) and Pronchick and Kline
the present mean pressure gradients from the conservation of (1983) or within the recirculation zone of the baffle-stabilized
momentum, not shown here due to lack of space, have shown premixed flame studied of Heitor et al. (1987). The distributions
that and aP/ar are of the same order of magnitude in the vicinity of figure 4 also show that turbulent transport of both normal and
of the stagnation zone, but have opposite signs and act,

shear stresses is mainly in the gradient sense. In addition, U"2 v
respectively, as a sink of U' and a source of v" . It remains
rather speculative to conclude that the terms cancel each other and and v" are negative along the edge of the recirculation zone and
result in a negligible contribution in the conservation of turbulent are associated with the transport of turbulent kinetic energy from
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the highly turbulent shear layer to the backflow region of weak DurAo, D. F. G., Heitor, M V. and Moreira, A. L N (1990). "The
turbulent fluctuations, as in other recirculating flows (e. g., Turbulent Characteristis of the Swirling flow in Typical Burners", In-
Simpson et al., 1981; Gould et al., 1990). However, minimum EzgneeringTublence Modelling and Experimgnts, Edited by W. Rodi

3and E. N. Game, Elsevier, pp. 705-716.
values of v" diffuse towards the centerline faster than those of Durst, F., Melting, A. and Whitelaw, J. H. (1981). "Principles and rcticeof Lae- qle ny , Academic Press, 2nid edition.

u" 2 v ", suggesting that the radial transport of v"2 towards the Durst, F. and Zard, M. (1975). "Laser Doppler measurements in two-phase
flows". In: L, .accuracy of flow measurements by Imer DonlIer methods,

stagnation point is faster than that of u 2 . This observation is Proceedings of the LDA Symposium, Copenhagen, pp 403429.

similar to the effect of streamline curvature observed by Gibson Gibson, M. M. and Younis, B. A (1983). "Turbulence measurements in a

et al. (1984) and is consistent with the strong anisotrgpy induced developing mixing layer with mild destabilising curvature", Exp. in
by combustion in the vic ity of the centerhne. In the outer shear Fluids, 1, pp. 23-30.

Gibson, M M.. Vemopoulos, C. A. and Vlachos, N. S. (1984). "Turbulent

layer, where XU10r<0, the distributions of the triple velocity boundary layer on a mild curved convex surface", Exp. in Fluids, 2, pp.

correlations are in agreament with those observed in 17-24.

axisymmetric flames (e. g., Starner, 1986) and plane mixing Glass, M. and Bilger, R. W. (1978). "The turbulent jet diffusion flame in a

layers (e. g., Wood and Bradshaw, 1981). co-flowing stream - some velocity measurements", Comb Sci. and Tech.,
la, pp. 165-177

5 CONCLUSIONS Glass, M. and Kennedy, I. M (1977). "An improved seeding method for high

Laser-Doppler measurements of the flow downstream of a temperature laser Doppler veloczmetry", Comb, and Flame, 2, pp. 333-

model burner have provided information about the effect of 335.
of swirling Gould, R D, Stevenson, W. H. and Thompson, D. (1990). "Investigation

combustion on turbulent transport processes typical ofsof turbulent transport in an axisymmetric sudden expansion", AIAA J., 2&
recirculating flames. The results have been obtained for a flow (2), pp. 276-283.
dominated by the presence of a large recirculation zone, which is Gutmark, E. and Wygnanski, 1. (1976). "The planar turbulent jet", J. of
curved along its length and imposes mean velocity effects on the Fluid Mech., 2a, part 3, pp 465495.
turbulent field. The velocity characteristics of the combusting Hardalupas, Y,. Taylor, A. M. K. P. and Whitelaw, J. H. (1990) "Velocity
flow are qualitatively similar to those of the equivalent isothermal and size characteristics of liquid-fuelled flames stabilized by a swirl burner",

flow, although combustion decreases the recirculated mass flow Proc. R. Soc. London A, 42L, pp. 129-155.

rate and the length of the recirculation zone and increases its Harsha, P. T. and Lee, S. C. (1970). "Correlation between turbulent kinetic

width. The turbulent flows are amsotropic with increased stress and turbulent kinetic energy", AIAA J., a, pp. 1508-1510.

deviations from isotropy around the rear stagnation zone in the Heitor, M. V., Taylor, A. M. K. P and Whitelaw, J. H. (1987). "The

reacting flow. Analysis has shown evidence of large scale interacion of turbulene and pressure gradients in baffle-stabilized premixed

motions with a predominant frequency around 30Hz, although flame", J. Fluid Mech, 181L, pp. 387413.
turblen kieticenegy s Hitor, M. V., Taylor, A M. K. P. and Whitelaw, 3. H. (1988). "Velocity
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Inspection of the terms in the conservation equations for the Hillmanns, R., Lenze, B. and Leuckel, W. (1986) "Flame stabilization and
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vicinity of the rear stagnation point and suggest that extra source 1453.
terms, such as those due to the effects of mean pressure field are Inze, N. Z. and Launder, B. E (1989). "On the computation of buoyancy-
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Introduction.

The high capacity of todays computers has enabled the 3,0 3x

extension of turbulence models to strongly anisotropic flow . * x/h=25.0
fields, i.e. the interest has been focused on the use of 2,5 X , x/h=36.0
models based on the transport equations for the Reynolds + x/h=41.6

stresses. (RST models.) To improve these turbulence mo~dels 2,0 8 X/h=80 3well-defined, simple and fundamental experiments are 0 x/h=101.7
needed, in which gradients of the different turbulence para- y / yI/2 1,5 X x/h=1564
meters are determined. Together with direct simulation of

the Navier-Stokes equations these cxperiments yield a good 1,0
base for the improvement of the modelling of different
terms in the Reynolds equations. An excellent presentation 0,5
of the closure problem and the terms of interest for the
development of turbulence modelling has recently been
published by Groth (1991). 0,0
A fundamental, well-defined and simple flow case is the o'0 0,2 0,4 0,6 0,8 1.0 1,2

wall- jet, where an interaction between a wall boundary U Umax
layer and a free shear layer forms the anisotropy as well
as the mhomogeneous character of the flow field.
A comprehensive literature survey of wall-jets was carried Figure 1. Mean velocity profiles.

out already in the beginning of the eighties by Lander and
Rodi (1980). who studied a large number of different more The measurements of mean velocities, turbulence intensities
or less well-defined turbulent wall-jet c~. and triple correlations were carried out using hot-wire
rhe main conclusion of this survey was a lack of well - technique. Standard l)antec equipment, i.e. an anemometer
defined experiments in simple and fundanental geometries. 'vstem, miniature single- and cross-wires, were employed
If the study is himited to the two-dimensional cas,, a throughout the whole experiment. In the calibration the
further conclusion from the work of Launder and Rodi was voltages were transferred into velocities using a standard
that many of the studied flow cases did not fulfil the cond- Function suggested by Siddal and Davies (1972). Standard
tion of two-dimensionality. Although more than ten years methods, which could be found for example in Perry (1982),
have passed since the work of Launder and lod was Nere also used for the evaluation of the turbulence com-
presented, very few iivestigations have been reported i ponents from the cross-wire mea ,iurements. All data
which fundamental wall-jets have been studied. Especially iqumsitions have been tested in a wa-dimensional flat plate
well-defined turbulence measurements are needed, since boundary layer, as has been described by L6fdm'hl (1986) and
the anisotropy of the two-dimensional wall-jet vields a case in Lofdahl et.al. (1991).
well suited for the evaluation of, e.g. new dissipation The friction velocity u*, was determined using Prestonmodels, see ffallbfck, et.al. (1990). tubes, calibrated according to Patel (1965).

The purpose of the present work was to determine the
turbulence field of a two-dimensional wall-jet in a simple Results and discussion.
and also well-defined geometry without influence of an To validate the wall-jet rig, hot-wire measurements in the
outer disturbing flow field. To accomplish these measure- normal as well as spanwise direction were carried out for
ments a wall-jet rig was used. All turbulence measurements the determination of the velocity distribution at the outlet
were carried out using hot-wire techniques, single- and of the slot. These measurements showed that the flow was
cross-wires. The measurements presented here were very uniform, the mean velocity variations were less than
performed at a Reynolds number of 104 , based on the slot 1%, and had, as mentioned, an extremely low turbulence
height, and the extension of the measurements in the flow intensity in the main flow direction, of order 0.3%.
direction was in the range of x/h - 25 through x/h = 156. To check the two dimensionalities of the rig, the momentum
(N-coordinate in the main flow direction and h-slot height.) loss was computed according to a method suggested by

Experimental set up. Launder and Rodi (1981). The estimated momentum losses
were found to be less than 8% up to x/h = 100, which was

The wall-jet rig consists of two parts, a settling chamber accepted as a criterion for a two-dimensional flow by
d ..c ...........oal il-jet part. An ordinary fan Launder and Rodi. Accordingly, the present wall-jet rig can

blows air into a settling chamber, inside which a baffle is be considered as a two-dimensional flow case for the inves-
placed to decrease the air motions. '[he outlet of the tigated region.
chamber is designed as a contraction, according to a Mean velocity profiles were determined from the outlet to
method suggested by Morel (1975), with a ratio of 10:1. a downstream distance of the order 150 x/h. In Figure 1.
Before the contraction, a honeycomb and two screens with these results are shown at positions x/h = 25.0, 35.0, 41.6,
fine mesh, chosen accord;ng to Johansson and Alfredsson 80.3, 101.7 and 156.7. It can be noted from these measure-
(1987), are positioned ro the accomplishment of a low merits that the agreement between the profiles at different
turbulence intensity ii, '1,me.autlet. From the outlet of the downstream positions is very good, and that the growth of
settling chamber, the ,, it- ,,t flows over a flat horisontal the half width is approximately 7%, which is in full agree-
plate, which in the two-,'.rnvnsional case is surrounded by ment with the values mentioned in the literature, see for
vertical side walls. An aIsLect ratio of 50:1 was employed example Launder and Rodi (1981).
in the present rig. The horsontal plate has a thin plastic
laminate for obtaining a smooth surface.
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Figure 2. Turbulence intensity in tie main flowdirection at x/hi 25.0, 41.6 and 101.7 Figure 4. Turbulence intensity in normal
direction at x/h = 25.0, 41.6 and 101.7

(Legende see Figure 3.) (Legend• see Figure 3.)

The turbulence quantities were determined at the same 0,025 . .............. ,........
locations as the mean velocities. These measurements are
shown in Figures 2 through 6. In Figures 9, 3 and 4 the 0,020 +
turbulence intensities at positions x/h = 25.0, 41.6 and 101.7 +
are shown as a function of the wall distance. Here the 0,015 + + +
typical two maximnms of the normal stress in the main fleA 05 +

direction can be observed. One lower maximum in the inner uv/U*A2 0,010 +4813 a
most region, connected to the wall laver, and one further +
out in the free shear layer. A tendency of these two maxima 0
can be noted in the lateral component, Figure 3, while only 0,005 U+
the outer maximum is found in the normal component, 0.00
Figure 4. The reason of the vanishing inner maximum is due 0,000 ..
to the large measuring volume and the fairly thin boundary
laver thickness at the studied positions. -0.005 .........
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0 x/h=41 6 Figure 5. Turbulent shear stress at
0020 *13 + xlh=101 7 x/h = 25.0, 41.6 and 101.70020 (Legende see Figure 3.)
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Figure 3. Turbulence intensity in the lateral

direction at x/h = 25.0, 41.6 and 101.7 Y / Y-1/2
igure 6. Triple correlationq for x/h = 41.6

Figure 5 shows the shear stress. Here it can be noted that
the change of sign of the shear stress deviates from the * The wall-jet rig fulfils the requirements of two
position of the maximum of the mean velocity, in accor- dimensionality for the studied region.
dance with earlier observations, for exemple by Townsen.; * The growth of the wall-jet in the main flow direction
(1976). Further it can be observed from Figures 2 through 6 has been determined to approximately 7%.
that the shape and the level of the normal stresses as well
as the shear stress agree quite well with the corresponding * The turbulence measurements reveal that two clear
quantities reported by Dakos et.al. (1984), who studied a maximums can be found in the normal stress in the
slightly similar, but more complex flow field. In Figure 6 main flow direction. A smilar tendency can be found
the triple correlations at x/h = 41.6 are shown. As can be in the other two turbulence intensities.
expected, a comnoarison with the Revnolds stresses vields a * The shear stress reveals a change of . .gii at a etai
lower level of these correlations. It can also be noted that distance from the wall. This change in the shear stress
the studied triple correlations all change sign approximately direction, however, does not concur with the maximum
at YI/ 2 well above the maximum of the mean velocity. of the mean velocity.

These correlations can also be found in Dakos et.al. (1984), * Three triph, correlations have been determined, and
and a comparison yields quite good agreement. all reveal a maximum in the vicinity of the maximim
Conclusions. mean velocity. Approximately at Yl / 2 the triple

Turbulence measurements in a well-defined, fundamental correlation changes sign.
and simple two-dimensional wall-jet without outer disturbing
flow fields have been carried out. From these measurements Support from the Swedish National Energy Administration
the following main conclusions can be drawn: is greatfully acknowledved.

Note: This paper has been abbreviated by the Editor because it exceeds the given limit of two
pages.
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ABSTRACT - A first part represented by tle phase-averaged
operator < >, which regroups all organised characteristics,

An improved zero-equation turbulence model is implemented in predictable by Navier - Stoes equations.
the phase-averaged Navier-Stokes equations. This allows the - A second part regrouping chaotic characteristics, due
simulation of the unsteady flow with coherent structures, past a to random turbulence, which develops simultaneously with the
rectangular afterbody in the transition towards turbulence, organised motion

Thus, we adopt the following decomposition of the flow field
INTRODUCTION Ui= (Ui)+ ui. (1)

This decomposition has been applied by Ha Minh and a1.(13) as
The numerical simulation of the onset of transition in an well as by Franke and a1.(14), for flows with a periodic
unsteady wake past an obstacle at uniform stream has been the component. Owing to this decomposition, and because of the non
object of numerous experimental and numerical works, linear convective term of the Navier - Stokes equations, second
Especially ir the case of cylindrical configurations, vortex order correlations (uiuj )appear in the phase-averaged
shedding ,iiu Atrouhal number mesurements have been done equations. These correlations are similar to the Reynolds
(Roshko(l',.Tritton(2), Gerrard(3), Williams')n (4)) The stresses, and they are modelled according to a turbulent
loss of syrimetry in the flow pattern in the case where Reynolds
number increases beyond a critical value, and the appearance of viscosity concept, as follows.
vortex shedding, constitute a first step of the flow transition V I (_u 1
towards turbulence. Recent works by Williamson show the role (uluJ/- axv axi 3 3- (2)
of the oblique shedding in finding a universal and continuous The introduction of equation (25 in the averaged transport
relation of the Strouhal number versus Reynolds number in the equation yed th t a quations
low Reynolds number regime. equations yields the following set of equations :

t Continuity equation : div(U>) 0 . (3)

In the domain of numerical simulation of 'his problem, there * Momentum phase-averaged equation :.
are also numerous studies solving the unsteady Navier-Stokes _ au _  2 (k [, -- ->,
equations and predicting the vortex shedding and the Strouhal I u [' a ax J (4 ),

number with a relative agreement with the physical experiment a i ax ' a

(Lin & al.(5), Martinez(6), Braza & al.(7), Lecointe & al. where <k> = <u2 +v2+w2> is the turbulent kinetic energy, and
(8)). In the case of rectangular bodies, the numerical v, is the turbulent viscosity. In the present work, a zero
simulation of Davies and Moore (9) predicts also the vortex
shedding for a uniform flow upstream. equation model is adopted: we use the Baldwin-Lomax model in

its standard version (15) and in a modified one, adapted to the
However, there are less experimental and numerical works present flow with organised, coherent structures. This model
analysing the fundamental mechanism in the case of an separates two regions, near and far from the wake, according to

externally imposed velocity shear. Experiments made by Brown two different laws for v,. In this model there is no need to fix a
aid Roshko (10) studied in details the onset and the evolution of
vortices in mixing layers, whereas Winant and Broward (11) boundary between these two regions. This boundary is computed
analysed pairing phenomenon between vortices of a free mixing by the continuity of v, values. The classical law for the external
layer. Concerning the mixing layer dynamics past a rectangular region gives unacceptable high values for the eddy viscosity, for
body, the experimental study of Bourgeois (12) indicates the present Reynolds number range. For this reason a scaling
clearly a change in the flow transition whenever the veloci'y according to the unsteady vorticity field is introduced in the
gradient imposed upstream becomes higher than a critical valuJ, model (Eq.6). This leads to physically valid results and
Then the double array of Karman vortices becomes a single especially takes into account important transition features
array of vortices, carried trough the unsteady vorticity.

In this paper, an attempt to analyse this mechanism is carried Modified Baldwin-Lomax turbulence model
out related to a velocity shear imposed as an inlet boundary 2
condition for the flow past a rectangular afterbody, for Reynolds near region: vt = 1 1- r;rc  (5)
numbers 500 and 574. Furthermore the transition to
turbulence at a higher value at Reynolds number (Re=3000) is lLw.g : vt = 0.0269Kg1c1. r> rc  (6)
studisd by proposing a model based on the phase-averaged time I = mixing length, for the near wall region, yielded by Prandtl
dependent Navier-Stokes equations and on the eddy viscosity [
assumption. Tnis modei is adapld Ito especi the simultaner us Van Driest relation: ==04(t.a) . exp -(0085 (r-a)

development of organised periodic structures and of the random
motion, during transition towards turbulence = wall vortcity.

N K = Klebanoff variable. K. max (2.5(r-a)mhm,NUMERICAL PROCEDURE 2

Theoretical equations {0.1 (r.a)lmhulmaii
r-a = distance perpendicular to the wall.

First, every unknown function field is splitted up in two iuI= maxi. velocity along a section perpendicular to the wall.
sepaiate parts: hm - max (h) ,. with h = I1k 1 along the same section.

(r-a)m= r-a valueforh = hm.
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"g function yielded by the following relation: g-.0 0 [i1J1 CONCLUSION

vt is then evaluated by continuity in the variation betweer the Hence, the present study shows the ability of the phase-
inner and outer law. averaged Navier-Stokes equations with an improved eddy

viscosity mode; to preserve the organised unsteady, periodicThe numerical algorithm DIANE. has been developed by Braze motion, developed simultaneously with the onset of turbulence,
(16). It is based on a finite-volume, pressure-velocity in the wake past a rectangular afterbody. It is shown that the
formulation of the governing equations and on a predictor, insta
corrector pressure scheme by Chorin (17), Amsden & Harlow wakbitity leading to the formation of organized vortices in the

wak is clearly obtained without and with application of the(18). The finife-volume vpproximations are second-order present adapted unsteady turbulence model, inserted in the
accurate in space and time. An Alternating Direction Implicit phase-averaged Navier-Stokes equations and taking into account
method (Peaceman & Raschford (19)) is used for the time physical characteristics of the transition towards turbulence.
discrelization. The momentum equations are solved for a guess-

pressure field P = p n. The corresponding approximate velocity REFERENCES
field V is corrected in order to satisfy the continuity equation 1/ROSHKO, A. 1954 Report 1191
by the means of the pressure-correction potential function 0 2/TRITTON, D J. 1971. J. Fluid Mech 45, part 1,203.

_n+1 _* 3/GERRARD, J H. 1966. J. Fluid Mech 25,1_143.
and following relation V - V - grade. 4/WILLIAMSON, C H.K. 1989 J Fluid Mech, 206.

2 5/LIN, C., PEPPER, D., LEE, S 1976. AIAA J.14, n7, 900907.
This leads to a Poisson equation: v D0 div V (7) 6/MARTINEZ, G. 1978. Rapport interne. I.M.F.Toulouse.
Finally, the pressure at (n+l) time step can be evaluated by : 7/BRAZA, M,CHASSAING, P., HA MINH, H 1990. J. Phys. Fluids A,

n+1 n n Vol 2 No 8. .1461-1471
gradP = grad P + + dV - v V grad). (8) 8/LECOINTE, Y & PIQUET, J. 1988 VKY lectures 7

9/DAVIS, R.W. & MOORE, E F 1982. J Fluid Mech 116,475_506
The initial conditions are those of potential flow. The 10/BROWN, G.L.,ROSHKO, A 1974 J. Fluid Mech. 64,775816

boundary conditions are Dirichlet type for the inlet section and I1/WINANT, C D. & BROWARD. F K 1974. J. Fluid Mech. 63, 327
make the assumption that the upper and lower boundaries are 12/BOURGEOIS, M. 1986 Th6se Docteur bs Sciences, U.P.S Toulouse
slream-lines for the shear layer and the wake flow cases: 13/HA MINH, H., VIEGAS , J.R, RUBESIN, M W., VANDROMME, D D
au/ayso and v=0 & SPALART, P 1989

At the outlet boundary, a carreful study of non-confining 14/FRANKE, R, RODI, W, SCHONUNG, B 1989 Proc Seventh
and non-reflecting type boundary conditions has been carried Symposium on TSF Stanford University August 21-23.
out (Braza & al (20)) This leads to the equation : 15/BALDWIN, B.S & LOMAX. H. 1978 AIAA paper 78257

2 16/BRAZA, M. 1986 Those Docteur bs Sciences, I N.P.Toulouse
ua. v-= a

0
v O, where V is the velocity vector. (9) 17/CHORIN, A J. 1968. J. Math. Computation, 22, 745

,t ax 2 18/AMSDEN, A A. & HARLOW, F H. 1970. Los Alamos Scienhc
Laboratory Report L.A -4370The above sets of boundary conditions allow the vorices to leave 19/PEACEMAN, D.W. & RACHFORD, JR. 1955 J Soc. Indust. Appi

out the out!et section, without dangerous feedback effects. Owing Math, 3, N=1, 28.
to these conditions, the physics of the coherent structures in the 20/BRAZA, M., JIN, G. & KOURTA, A. 1991 7th International
computational domain is respected. Conference on Numerical Methods in Laminar and Turbulent flow
Domain scheme Stanford, CA, U S A

The mesh used is a cartesian one (210 x 300)- (Ax),=Ay=0 .07 -
The time step is At=u.u i.
Computation is carried out on the IBM 3090-600-VF computer Fig. 1. Isopressure field at T=120, for an uniform flow, with a
of the Centre National Universitaire Sud de Calcul (CNUSC). Reynolds Number of 500. Direct simulation.

RESULTS

Some two-dimensional transition features of the flow are
a) In the case of uniform upstream flow field (U1=1 and U2=1)

the onset of instability leading to alternating vortices is Fig. 2. Isopressure field at T=100, for a shear flow, with a
generated naturally in the flow field ,. without any externally Reynolds Number of 574. Direct simulation.
imposed perturbation (fig.1). The dimensionless frequency of
the oscillations (Strouhal number) is in very good agreement U
with the experimental study of Bourgeois for a value of the
Reynolds number equal to 500 (Stnum=0.192 and St,,=p--O. 190). -
b) In the case of an externally imposed shear (U1=0.625 and
U2=1.375) thc. computation at Re=574 and over a long physical
time shows that the flow pattern changes completely in fact the Fig. 3. Isopressure field at T=160, for an uniform flow, with a
double array of vortices is transformed in a single one(fig.2). Reynolds Number of 3300 and the modified Baldwin-Lomax
This can be explained by the action of a global amount of turbulence model.
vorticity near the inlet section, which enhances the development
of the vortices turning in an opposite sens, relatively to the - '
sens of the inlet shear. However, the periodic character of the -

present flow pattern (mixing layer) is clearly pointed out.
c) Finally, the performances of the turbulence model for the
present flow is studied, for the case of Re=3000, where the
onset of turbulence motion Is physically clearly pronounced,
whereas the organised structures persist. Computatinn is
carried out up to t=100 without any turbulence model. The __,_____

onset of instability is then clearly obtained. Using the final '° -''
results as initial conditions, the modified Baldwin-Lomax model Fig. 4. Time dependent qvolulion for velocity V component at the
is applied. This leads to a flow pattern respecting the physics of point (2,149), with a Reynolds Number of 3000 and the
the periodic alternating vortices (Fig.3 and 4). modified Baldwin-Lomax turbulence model.
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sit foil uipper Surface, and not lose to the murface as t heorised resulting wake-like vel)city distributions. 'T'lese results indicate
fix the mitO lg %%all effect. rhis indlicates that the effects of the the extremely complex nature of the flow being studied and have
stilmie atculei at ion are not just confined to the airfoil boundary provid(ed thle first ever dlociumentation oft te %elocitx field iii these
laser. %%hich in this case is estimiatedl to be about 0.15 mim. An- flows.
other intetesting resuilt is that at the leading edge, the velocity is
I 17,. due toI) the suction peak. It decreases for a short distance 6. REFERENCES
iiiiiediatels following it, but increases again as tie streamlines
ar e accelerated around the bubble, and iii the outer flow. It is

Juortli noting here that the largest mnean velocities iteasured were I CARR, L.W. and CIIANDRASEKIIAIA, IM S , "D~esign
about i 6 tinies the free stream %aliie with the iuStaiitaneVous val- and Development of a Compressible Dynamtc Stall Facility", to
ue,, ieachiiig about 1.751U', at sonmc locationis iii the flow, appear its J. Azrccraft.

2. CHIANDRASEKHIARA, M S. and CAXRR. LWV. "Flow
5. CONCLUSIONS Vsbualization Studies of the Macli Nuinbei Effects on the Dy-

namnic Stall of Oscillating Airfoils", J Az;, muft, Vol 27, No. 6,
Tlhe dramatic changes inl the leading edge floss field of an .1' te 1990, pp.' 516-522.

oscillating airfoil undergoing large amplitude d iiuiuic stall has 3 CIIANDRASEKIIARA, M.S.. aiid AHIMED, S.. "Laser
beeni (apt tied using a non-titrusive iieastireiieiit tedlinicjue. Of Velocitnetry Measuremeiits of Osf iilating tirfoil I)' nianic Stall
partm itlir interest are the xer. large tulle aoeraged neat, veloc- Field", AI AA Papcr No. 91-i1799, to lie pi eselit('( at the ~' !AA
ities (t 1 6 1 ) ait locations far asvav fromt the ali foil surface, 22 Fi luid Dyiiamics, Pla-mia D~ynanucs at d h~asers Conferctce.
lie formitiaion ainid burst ing of thle separa tion bubble. and thle
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ABSTRACT o 30 1

In turbulent shear flows some cationic surfactant C 1 4TSai+ NaBr,

solutions show a number of peculiar effects In this 25

experimental investigation the wakes past circular
cylinders were studied by using Laser-Doppler- A Roshko (1953)
velocimetry based conditional sampling techniques
and flow-visualization
Interesting details of the Kdrmn- vortex- street and water

the occurence of vortex shedding were obtained
/

/ /

INTRODUCTION 0 d . 2 mm
0 d,2 mm R,A .d' 4mm Re =iu.. d

Some aqueous solutions of cationic surfactant solutions - .
show a peculiar behaviour in turbulent shear flows 5 02 2 5 5 2

Most famous is the effect of drag reduction in turbulent
pipe flows (Toms effect) which could be observed e g Fig 1 The Strouhal number as a function of the
in rough pipes [I] Other investigations 121 indicate a Reynolds number obtained from Fast-Fourier-analysis
dramatic change in the mechanism of turbulence in The cttical Re-number is shifte-' An increased S-
the presence of these surfactant additives Manly the number indicates a reduced size of tht ,-ortices
production the developement and the decay of
coherent structures a influenced by the addiives Another simple geomedty parameter is the lateral
The observed effects cannot be understood if only spacing h/l as calculated in the theory of v Kcrma'n
simple rheological propeit.es are made rcsponpible At last parameters are interesting describing the
for them The solutions show a steep increase (factor 4) intensity of the coherent structures which is related
in vicosity if a critical shear strain is exceeded (3) to the input into the cascade of the turbulence decay

Therefore an experimental investigation of a simple EXPERIMENTAL SETUP
system of vortices was performed the study of the
Karmln vortex street under the influence of a drag In the present investigation different cylinders with
reducing additive (24 wM aqueous solution of tetra- diameters of 1mm, 2mm and 4mm were installed in a
decyltrimethylammoium salicylate with sodum test channel with a mean-flow velc' ,ity between 3 m/s
bromide C 4TASaINaBr) and 125 m/s, which led to Reynolds numbers in the

range between 300 and 4800 The upstream
turbulence level was of about 1% in the Newtonian
case and about 4% if the surfactant solution was used

In the Newtonian case the Karman vortex street is a The flow fplid itn the tesisection was examined by
well known system of two rows of altenated counter- using two Laser-Doppler-velocimeters (LDV) which
rotating vorices it. the wake of a circular cylinder It are operated simultaneously with two trackers and
can be dscrrbed by a set of non- dimensional additional with two burst--pectrum analyzers
numbers The rate of vortex shedding is represented Different methods were used to describe the Karman
by the Strouhal number S (S = f d/U, w'ere f is the vortex street at different flow speeds and different
shedding frequency. a the cylinder diameter and U distance- downstream the cylnde The vortex street
the mean flow velocity), Tne 5trouhal number is related was visu-!ized (d= 5mm) by dye injection through a
to the distance between two vortices Vortex shedding hole at the front stagnation point
occurs if a critical Reynolds nu,. ber of 30 is exceeded
If the Reynolds number is above the value of 300 the
Strouhal number becomes a constant (S = 0 21) [4) A
collection of these data is shown lit Fig I as an
envelope

I.. 1-1



EXPERIMENTAL RESULTS

To determine the shedding frequency the Fast-Fourier-
analysis of the velocity signal was used At 'ell
choosen positions the frequency spectra show very
clear peaks

In the Newtonian case the obtained Strouhal numbers
show good agreement with other published data (see ' ,'-
fig 1) A surprising effect shows the surfac'ant solution
The critical Reynolds number of about 50 is shifted Fig 2 Visualization of the cylinder wake Left The
up to a value of about 3500 This cannot be explained Krm~n vortex street in the water flow at high Reynolds
only with an increased viscosity measured by number (Re = 5000). xiSght the wake in the surfactant
Ohlendorf et al 131 Strouhal numbers of S= 29 (at solution at similiar conditions In both cases the same
Re=4800) could be detected, not having reached a dye injection rate was choosen to demonstrate not
saturation value A simple influence of an increased on!y the changed turbulent diffusion but the molecular
viscorty would only affect the critical Re-number but diffusion as well
not the Strouhal number S

The molecular structure of the aqueous surfactantFurthermore two conditional sampling l.chniques weie solution can be made responsible for the observed
used to obtain the momentary spatial ,elocity fcld effect in turbulent shear flows If a critical micelle
,U(x)> The velocity signal of a reference LDV was concentration is ex,:'eded slender rodhke micelles
examined for characteristics of the vortices In the first are formed from the monomeres In turbulent shear
case this was done by using the window- average- flows the micelles orientate iro flow direction and
gradient algorithm described by Antonia et al [5i the fluid becomes anisotropic This behaviour was
The second method used was a hardware application determined from small angle neutron scattering [6]
consisting of a signal conditioner and a differentiator From own thermodynamical experiments it can ne
circuit It was installed to shorten the detection scheme concluded that the micelle -monomere equilibrium
If a vortex was detected the measurement of the depends from the shear stran Under deformation
second LDV was triggered By variation of the position conditions the equilibrium is dropped to lower values
of this second LDV the momentary" conditional of the critical micelle concentration according to an
velocity field was obtained increased length scale of 'he anisometric micelles or
This leads to the knowledge of most of the interesting an increased volume fraction of this phase The shear
details of the flow The geometrical parameters (size inducLd state of the material as discussed in lierature
and spacing) of the voitex street were determined (eg [31) could be confirmed by measurements of the
from the spatial distribution of the vorticity which could refractive index and optical turbtity indicating a shear
be calculated from the velocity field In the same way induced phase transition Under shear strain the
the local contributions to the kinetic energy density material becomes more dnisotropic than expected only
or the circulation of the vortices could be calculated from orientation effects of the micelles

The peculiarities ooserved in turbulent shear flows ofThe obtained data indicate some important and the aqueous surfactant solutions are related to thesurprising changes in thf mechanism of turbulence occurence of this shear induced phase transitions
production in the pr.ance of surfactant additives
The flow field becomes anisotropic with reduced REFERENCES
turbulent motions in lateral directions The kinet'c [1 Thiel, H. Widerstandsverminderung be tu~bulenten
energy density of the vortices is reduced even if Stromungen in kunstlich rauhen Rohren 1990
there are only small changes in the strength of Dissertation Universitat Dortmund
voticity Fig 2 gives an illustrative impression of the [2] Riediger. S. Untersuchung der Turbulenzstruktur in
cylinder wake einer ebenen Mischungsschicht und hinter einer

Kanalerweiterung be. '4-'r Stromung zweier nicht -
newtonscher FlussigkeiteF-m 1989 Dissertation Universitat
Dortmund
(31 Ohlendorf, D et at. Rheoiogica Acta. vol 25. 1986.
pp 468.486
[4] Roshko. A. NACA techr,,cal note 2913. 1Q53
(5] Antonia. R A et al. Proc 6th symposium on
turbulent shear flows. 1987, Toulouse. France
[6] Bewersdoff. H W et al. Physica B vol 156 &
157 '89, pp 508-61!
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A BS L'RC(' it - UHIL zi- u 2 466(vtU 2 /L)' 1/H/L It"
v = L1HIL v* -v 2,66(vtU2 /L) 13  

1L wv'*
it/= (1 JIlL IV* p I0 U2 11L p*

P~ressure drag oil obstacles iii a turbulent boundary layer Lx
of a % iscous, and stratified flow conies due to deformation L .
of the tho\% oer obstacles and generation of turbulence inear L H
obstacles, due to the generation of internal waves, and clue -

to blocking of heavier air miasses onl the upstreami side of the where t le asterisks denote nondimensional values which should
obstacle Tlhis leads to aI decomposition of pressure drag iinto be of order uiiity if the scaling is correct, yields for the pres-
forii drag, Nkave drag, arid hydrostatic drag, respectively The sure drag coefficient Cl$' IV of a siiiglc obstacle
decoripositror is a prerequisite for paranieterimig the drag c

lII this paper at scale analysis of tireequation of motion a ill H 2  
12 rid 02~t'i'~

,t rodrece nondiriiensioiral riirrbers a lich govern tilie drag L - f I 21
3 

f

Out put fromt a numerical miodel a ill show the dependence of e

le draLg onl these nunilbers T[le results for formn drag will be ff (3
tuparel to thou , oser rough plate, and riuipliatmons for tile n- ]'rd)()

p ara lleri /at ion of pm u nre ((rag IIiI larier- scale mlod el" wil ,

h' ,dhre-e'd Tlhe termn with e 12( u-) is present Only if we have
gzravity waves (for stable s-tratification _7 , 2 zthle usual Froude
num iiber) awhichi t rainsport iioiieiitiimi vcrtically ( 'gravrity wave

'~ \l F XNALX''~lSdrutg'), lie errii with tile tuirblent Rleynoldls num nber Re, =
4 1 L describes 'viscous forrii drag' due to deforrmation of the

l1,001s flow, anid lie tern wrth thle Rossby numruber Ro.
d~e~ue(rag 1,,.r unit lenigthI of an obstacle (2L ) is de- ffU describes a redhistribantloi of miomniitumu front the I'- to the

fine(I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~i a teItga vrtehrzna r~uegain n uopo tiort (' iertinal wave drag') F-or neutral stability and
'tnit rcl %oluri cont airning the obstau'lt (21)-flow ri~) o rotatiorn (3) reduces, to

I1/i 1 I X ) 8
[ 2 Ref/3

h (x) is the urugrapl., L is half of the a idth of tire obstacleInldgtienfuceobokngodr rmassy
air1 p(x. z) is the des iatr'rr uf thle pressure frotr a basic statc alnicudmrigmtere riere of b"(ltokigh colistnder i mse b
%ilut obstade a rueruibrF 5  TF'(atog r 5 i o ndpn

For stationiarity, thle horizontal equaliori of -mrotron (inte- ('nt froint (Y, it indicates a difiereit. physical process), tire

4rated ,ker thc 21) sline igled ring horizontal advectiori, iritlnitce of a rough surface iby a surface Rossby numrrber Rb,

lii rzo nt ii tur bulierrt fluiixes, mid pulre sir rface frictiron ter iris) 71.7 (nrurmerical results s ioa'ed that for Ho, beic w a cert aini

roads threshold value, tire drag be ai larger with clecrec.,smg Ho,
Ibis eflect cannot be separated frontr viscous formi drag byJf ~ / ~ 1 .r J~ ffsiale analysts, but only by mnmerical experiments ), anid tire

dx in ii~ 'J 2 rfhueiice of tire (detity of obstacles by A _s1 (it is till'

Iher u, v, arid tV are ve'locity dleviatiorns fronti tire basic state numiibler of obstacles iii L,), we have

d ue to tire presence of tile obistacle, resolved b) tile numerical H1
imodel lised later, z4' arid zu are siibgrrdscale fluctuations rn ('is- f I( 0 H " e,, Ro., Io,, Fri,, A) (4ai)
thn numerical mrodel 'Fire Integrals over uw, arid in' to' are

Scaling the varrables arthr a basre stante flow velocity scale I
IU, a turbulent velocity scale 2 166(vU'l L)'I' (I,, is tuirbiulent CiV M- R2 ~- e,, Ro,, A) (4b),
viscosity set to 10 nit I irntrodhuced iii analogy to mrolecular Keeping U arid v, fixed, ! Ict, arid A describe tire dcfor-
v'iscosity althrough it is a.ir internal variable of tire boundary Ilationi of thle viscous flow ('viscous formi dlrag'), Ro, de-
layer), a buoyant velocity scale ti'/21 (a - N 2 ). arid tire scribes tire additional produlctioni of turbulence at a rough
height and length scales of the obstacle 11 arid L (EMEIS, surface of tire obstacles ('run ro-trirbulent forim drag'), arid L,

ad ditionrally rr t rol ' flow 'i'jarLtioii ('miacro-t iirbulent forii



Pressure

Wae" drag

Micro-turbuient Mar.-turbulent
form drag form drag Figure 1

srf. roughees flea 6eParation

drag') The distinction between iniicro-turbulent and macro- over a rough plate corresponds to a turbulent flow with flow
turbulent form drag is artificial and caused only by the grid separation over obstacles The dependence of viscous form
resolution of the numerical model uied to simulate the drag or drag on Ret72 1 3 for small Ll (no flow separation) shows that
by the design of a field experimeint FigLre I shows schemiat- both viscous and inertial forces play a role For larger
ically the different parts of pressure drag further numerical experiments have shown that viscous formdrag more depends on Re- 1

/
2 showing that we approach flow

Iseparation (turbulent flow over a rough plate)

NUMERICAL SIMULATION' The distinction betwcen friction over rough surfaces andform drag ove: obstacles is again artificial and is due to the
'limited resolution of a numerical grid or an experimental net-

Numerical simulations were carried out with a two-dimensional~iwork which capnot resolve the single roughness elements of
mesoscale, prognostic, non-hydrostatic, priiutive-equation grid- the rough surface For grid sizes which on the other hand can-
point model (DORWARTIt, 1986), with a turbulence closure ,not resolve mesosiale obstacles, form drag is part of surface
using a two-equation model for turbulent viscosity It is iter- Ifriction and can be parameterized via the roughness length-
ated until the solution becomes stationary oncept

The numerical results confirm (3a) and (4b) We obtain This leads to the introduction of an effective roughness
by empirical evaluation of the numerical data for form drag length for parameterizing form drag of mesoscale orographic

C .)1 1 6 082 Ro, features in larger-scale models As hydrostatic drag and wave
(2 5-( 3 + 0 15. - )(I - 3 5(A -A)) drag are no boundary layer phienoriena they cannot be ir

(5) chided in an effective roughness length-concept but must be

ijth Ru, - 5 10' jor io, < Ro, ihis additive term is not I paramcterized by effective drag coefficients and respective
lt aA, = 02 ro tsdtvtrvertical momentum source distributions~-resent) and ,\, = 0 02

2 5 ( 11 )2 17 in (5) instead of (M)2 in (3a) includes the ef-
fects of flow separation The difference is the macro-turbulent REFERENCES
form drag The term containing Ro, represents the micro-
turbulent form drag. The factor 3 in front of Ree"2/3 shows
that the scaling of the viscous form drag in (3) was not con- Dorwarth, G., 1986: Numenrische Berechnung des Druck-
pletely correct pleel crrctwiderstands typischer Gelindeformen Ber Inst Me-

The effect of obstacle density has been assumed to a first- w erst and t rs r h e or6, Ber pp. Me-
o-der approximation to be independent of the three different aero m mnaf arlsr lo 0, 52 ipA vail-is likel to de- able from lumstituit fii r Meteorologie unid KLtnaforschunmg,
parts of form drag although flow separation isKaserstr 12, W-7500 Karlsruhe 1, Germany)
pend considerably oi A

Emeis, S., 1990:, Pressure Drag of Obstacles in the At-

COMPARISON TO FLOW OVER1 ROUGH PLATES mospheric Boundary Layer J Appl Meteorol, 29,
461-476

Viscous form drav nr,orrti,nnl Pi, ca be comard *, Prandtl, L. et al, 1984: Fuhrer durch (lie Stromungslehre

flow ressteice over rough plates proportional to Re (Reynolds Vieweg, Braunschweig, 622 pp

number formed with molecular viscosity) For laminar flows
dominated by viscous forces the resistence scales with Re -i,
for laminar flows dominated by inertial forces with Re - 1/2 , ACKNOWLEDGEMENT
and for turbulknt flows with Re- '/ ' (PRANDTL et al , 1984)

The analogy we found is that a laminar flow over a rough
plate corresponds to a turbulent boundary layer flow without The Sonderforschungsbereich 210 is sponsored by the Deutsche
flow separation over niesoscale obstacles and a turbulent flow Forschungsememnschaft
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ABSTRACT THEOREITICAL ANALYSIS

The successful analysis of tile viscous flow field Among the numerous analytical velocity laws the most
through any type of turbomachine is based on the use commonly used is the one based on the law of the wall
of a closed analytical formulation in the primary and the law of the wake, proposed by D. Coles in his
direction. An extended and improved form of the early work (Coles D.,1956a & 1956b). The proposed by
classical turbulent shear layei theory is developed D. Coles standard equation for the description of the
to take into account the c implex flow pattern through velocity profiles combines the two previously mention-
rotating and stationary parts of real turbomachines. ned similarity Jaws and is based on a detailed analy-
'lhe resulting model is successfully applied for a sis of an enormous volume of experimental data for a
large variety of subsonic compressors anc turbines, large variety of f %o-dimensional turbulent shear flows
N(IMNCLATURE In the present work, the appropriate modifications to

the classical turbulent shear layer theory in order
F friction parameter (-- uT/W, e to take into account the complexity of the flowpattern
Rer Reynolds number ( Wrei,.S/v) through the configurations existing in real machines,

are briefly described. For this purpose the longitu-
analytical velocity distribution dinal velocity profile (i.e. in the primary direction)

WiS longitudinal velocity can be expressed (see also Kuhn and Nielsen, 1973) as:
6shear layer thickness
r] non-dimensional (by 8) normal distance W1/W..-F{2.439"1n(1+ijRe8'jF1 +5.1

Cole's wake paramet er

INTRODTION -(3.391tRe6 IF+5.1).exp(-0.371Re.IF (I)

The successful analysis of the viscous flow field +2.439-ft-[1-cos(nT-)])
through any type of turbomachine using the
circumferentially averaged Navier-Stokes equations or in a more generalized form as:,
(see for example Ka)dellis et al., 1989, Kaldellis et
al., 1990, Ktenidis and Kaldellis, 1991, Kaldellis, W/W1r=f(i,Re,F,ff) (2)
1991), is based on two dilferent approaches for the
primary and tle peripheral flow directions, while the correspoding friction law (see also fig. [lj
respectively. In the peripheral direction, the and Nash J., 1965) can be written as:
velocity component is computed using the corresponding =0.205/F-O.5"in(I+Ro9"[ F )-1 0455
meridional vorticity distribution (Kaldellis and F (3)
Ktenidis, 1990), resulting from the solution of the +0.205.(3.39.Re8 .IFI+b.1)exp(-0.37.Re*lFI)complete form of the meridional vorticity transport
equation, written in a partial differentia' form. A detailed parametrical study is carried out by
On the other hand, in the primary direction, i.e. the varying one of the shear layer parameters at a time
direction of the external (inviscid) flow field, al in order to demonstrate its influence on the shape of
integral formulation is adopted. Foi this purpose a the corresponding velocity profile. Only some very
non-Inear system of integral equations, including the characteristic results are given here (see figures
meridional momentum and the total kinetic energy [1],[2]) since this study is beyond tile scope of the
equation, is used in combination with a two-parameter present work. However it is interesting to mention
veloity'profile laanly in order to describe the that the choice of the appropriate primitive
char -teristics of the existing turbulent endwall parameters, to be used for the representation of the
shear layers. More precisely, tile solut ion of the corresponding velocity profile, may be sometimes
non-linear system of integral equations plovides the crucial These parameters (e.g. the shear layer
necessary shear layer parameters to be u,ed by the thickness and tile friction velocity at the wall) must
analytical low in order to reproduce the real flow lulfil the additional physical constraint to take
velocity distributions. Special attention is also 'normal" values both for strongly decelerated and
payed to estimate the correct external-primary flow highly accelerated shear flows. Accordingly. the
directionitilied as the basis for the representation classical two-dimensional theory must be extended to
of the velocity profiles. For this rcason, the take into accouvt the extreme pressure gradients
necessary communication between the external and the (figure [31), the strong flow deceleration or
shear flow field is established via a fast viscous - acceleration through the bindings, and the relative
inviscid interaction scheme ,(haldellis et al. 1990).

PECj F- 30 * EO 100000. LONGITUOIN;L VELOCITT PROFILES

- 31kIT11"kII

E v'
* -I *. T .flTdfi f.l FLl,

-- ,. I iii~~~

t ,it

Pitt ,,1D NI VELOC[ITY (Wl/sl e l *.M onl lo O'nl '.0 1.8i$
iI,,, XNSIONP. 'EkLOCT P"A'VILES (W.I.11

figure 1:Presentation of the reltiOI fzfjIle§ Figure 2: Pirulerici1 poreseolihoo.,of
according the eqation (1) for -1O0. 1- i f 01OO, various iofe lre toe Veto'Ity profiles f:igure 3: Schemaic representationl of /sogtlu-

i~~,P s a functionof F . dana/ ve/ocily grofi/es rith pressure gradient.
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motion of the successive blade rows. For the velocity realistically represented, for the hub region.
component Ws, expressed in the relative to the blades rsls ncmaio
of the machine system of coordinates,' the .xpression The quality of the theoretical rsls ncmaio

propsed y MllorG.(966)maybe ued:to the experimental data, is greatly improved by theproose byMelorG.(966 my b usd:choice of teapropriate primitive shear layer
W(01) (4) parameters. Only under this conidition is almost always

=W~.t(~) -fWY~f,,-W~o1)]possible to obtain the correspondin*eoiypoie
CAI('UTION RESULIS - aCul11SIONS uising the results from the solu Ion of the above

mentioned non-linear system of integral equations. If
Thie results from the analysis of a large variety of this is not taken into account, severe problems may
industrial configurations are systematically appear.
investigated, in order to check the limits and the Smaiig ecnsyta codn oteaa i
applicability of the simple similarity theory based ofmarig wievret ofn ral tet acasesgt the implysisw
on) the fundamental physical laws. Fo this purpose the tha wdiate classicf ral tetrbulentshea fmlo wsa
longitudinal velocity distributions, concerning bea extenedtoie wthe sia uffient shaccralo thea
typical selected stations, from several test cases beetne odsrb ihsfiin cuayth
including a highly loaded compressor cascade wit n velocity profiles appearing through various industrial
without tip clearance, two hig turning axial turbine cofgrtns if heppsdmdfcaosad
cascades, a highly accelerated turbine stator, an improvements are taken into account. Of course, for

inutilradial impeller along with a modern axial some special cases additional investigation is needed,industrial ~~-. to include tip-clearance effects, en wall ha ae
fan, are carefully studied. merging and the existence of strong shock waves.
'The majority of the results obtained show that the
main physical laws, concernin* the turbilent shear REFER~IES
f low, are verified for the large variety of the ~ ,Ila T~Lo h aei h ubln ona ae'
investigated geometries.. The slightly decelerated, Ir. Folui ecs Vol I0h 'D191o-2 ehe26teTublet.ufdjLa
highly accelerated and jet-like velocity profiles, 2. luid, tech., 'Tue La f teFl n ubln SerPo', ar
appearinf at the specific inlet-exit 2lanes of a GrCenshii FBrcku, era Fir Vt itcis trunSer r,101
moderate y loaded (fig. [4]) and a high turning .7.idellis I., hu8rlian A Flciett Hf., tapailio, 11, 1.(fig.[5) axial turbine cascades, covering a wide SendrFb Caclto thdfrOetgeAilrnsnclo
range of Reynolds (S0O.011eaS23O,0OO.) and Mach Scoarysor culigSok -eho.dfry Foe nter Axa ti Ai Pper
(0.u5 Me 10 7 1) numbers, are successfully reproduced Co-Gt-21 aso AnldigSh r. of Turboinry Vlo.12 Inerctp, 2-6 Pipe

bthe proposed theoretical model. Unusual values of 89U- lalde so J.,IteF Fr. lo d rosails V. IIID,n y pp chan5e4and
& fozmshapefactor H112 at the exit of the stator SecondryLoss Pr Iedioni I, g pdoxil an RaIal 'nr ECoa ie n

of an Industrial axial turbine (fig. [61) are closely ScnayLse rdcini ihSedA~ n da oitsosW
related to the existence of typical jet- Iike turbulent paper 9o -01-229.prsrsIE
shear layers with very small or even negative values S llellis I 'Iteaidisf IN1 'Nigh Turn Lisit and let Like Profiles

of te cor~e ridng is lacement thickness, see also int Scoodarl Ylor Field Of/Pral turbines', I4lE Paper YO-OT-izi.
of te corespndin d 6 laldellis I., utrato, P., Itesidis P., lyf , 'Effects of the TipKaldellis andKteis 8l990" Clearance Flot Field on the Secondary Losses', ASIR Paper 9bG-S8 4.

Di'e velocity profiles, typical for a strongly 7. llellis I., III/, 'Paratetrical Investigation of the Interaction Settceen
decelerated shear layer throu',;h a highly loaded Turbulent Shear Layers anid Shock Faves, Including Separation', Initernaitional
compressor cascade are also sat-.sfactori ly described Conference on the Analysis of Therial aninergy Systeis, ATIENS' 91, Athens,
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THE CALCULATION OF A COMPRESSIBLE BOUNDARY LAYER
PAST A POINTED BODY AND A DELTA WING
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**)Institute of Theoretical and Applied

Mechanics, USSR Academy of Sciences
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ABSTRACT Here z=f(x) is the equation of the leading
edge. The same equations and the boundary

The three-dimensional compressible, la- conditions are used. But in this case it is
minar and turbulent boundary layers past necessary to have a boundary condition some
a pointed body and a delta wing by super- more on the leading edge. A new variable
sonic gas flow at the angle of attack are X=//- is introduced, which allows to
studied. An implicit absolutely stable dif- obtain an ordinary differential equations
ference scheme for a solution of the boun- on the leading edge =O and the simiiari-
dary-layer equations is suggested. Laminar' ty equations for the conical nose <"
and turbulent boundary layers are calcula-
ted for the ogive-cylinder combinations and For the solution of the three-dimensio-
for the delta wings. The skin-friction co- nal boundary-layer equations an implicit
efficients and the Stanton numbers are com- absolute stable finite-difference scheme of
pared with experimental data. the second order approximation is used

(Vetlutsky 1981). In the region, in which
large gradients of parameters occur, a co-

PROBL.;Dd FORMULATION ordindte stretching is employed.

The pointed body surface is given in Four eddy viscosity models of turbulence
the cylindrical coordinates r=r(, ). The suggested by Michel, Cousteix & Quemard
a-coordinate coincides with axis of the (1971), Cebeci & Smith (1974), Pletcher
body, the ;-coordinate is a meridional (1969) and Baldwin & Lomax (1978) are taken
angle in a cross section. For the boundary- for calculating of the turbulent boundary
layer equations the non-orthogonal coordi- layer. The region of the laminar-turbulent
nate system ( is introduced, which transition is determined from a correlation
is orientated with respect to the body sur- of the Reynolds number based on momentum
face. Here the i-coordinate is a normal to thickness Re * versus the local Mach nun-
the surface (Vetlutsky & Krause 1990).

ber Me (Thy--on, 'Neuringer, Pallone & Chen
The three-dimensional compressible bo- 1970).

undary-layer equations are considered in
the region n( t O'< O<<k )
for the following set of boundary condi- CALCULATION PESUTLTS
tions. At the surface of the body i=O the
conditions of no-slip and the constant of a The calculation f the amnar, t-ansi-
wall temperature are set. On the boundary tional and trbulent boundary layer on ogi-
layer =(, ) all parameters are taken ve-cylinder combinations are carried out.SThe stretching of the normal coordinate x
fromn invis.id flow ar:oand the body previon- and the number of steps of the difference
sly , alculate d .  

grid was chosen in such a way that 3-5 mesh
points were in the viscous sublayer. The

The nose of the body is suppoz: to be calculations have shown that all the four
conic. in this case the inviscia flow past models of turbulence yield almost the ame
the nose is aiso conic and the boundary-la- values of the flow parameters for the wind-
yer equations permit the similarity solu- ward and lateral sides. The skin-friction
tion depended only on two variables r, %= coefficients C and the Stanton n~mbers
/T-'. The solution of these samilarity

equations is used as the initial conditions st calculated were compared with experi-
at= for the ful boundary-layer equati- ments of Kharitonov & Vasenyov (1985), Hor-at. 0 f t fstman- Owen (1972), Dolling-Grey (1986) andons on the rest of the body surface. Sturek & Schiff (1982).

The regimes of the flow-past for a delta The comparison of the parameter Cf with
wing with sharp leading edges are conside- -
red, when a bow wave touches the leading the data of the last paper ( M=3, a=4.20 ,

edges. The wing surface is given in the ReD=1 .2.106) shows that the calculation
cartesian Poordinate system y=F(x.z). For w
the boundary-layer equations the non-ortho- with Baldwin-Lomax's model ( Fig.i, dotted
gonal coordinate system (,i,;) is intro- line) gives the better results with respect
duced. to Michel's one (Fig.1, solid line). Fig.2

shows the skin-friction coefficient distri-bution for the w~ni side =O and the lee

side 3.14 (M o=2.95, a=2.9', ReD=3.1.106).
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Fig.1. The comparison of the skin-friction
coefficient C fwith experiment (Sturek &
Schiff 18
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Fig.4. The distribution of the skin-fric-

Cf tion coefficient Cfc =fVF at the lee side

of the wing.

bulence arises at first near by the symnmet-
A ry plane and spreads further to the lea-

ding edge. But near by the leading ec~e the
boundary layer is always laminar.
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ABSTRACT Ce = const/ .Similar constants, found from

The main ideas and hypotheses formula- conditionally averaged characteristics in

ted in the Kolmogorov inertial-range theo- a turbulentfluid, are universal within the

ries have been verified in a laboratory measurement accuracy.

experiment in flows with a strong external The formula p = 2-q(6), establishing a

,ntermittency The measurements are perfor- relation between the constant p and the
med at different cross-section points in exponent q(6) in the structure function ofwakes behind a circular cylinder and an the sixth order, is not confirmed in the

axisymmetric body, in a mixing layer, in experiments ( Fig. 4; the horizontal

the boundary layer, in a large wind tunnel straight line corresponds to formula

return channel The characteristic dimen- P = 2-q(6)). The difference 2-q(6) exceeds

of the most flow investigated are the constant P almost in all cases, this
rather great the turbulence integral scale conclusion being valid both for the uncon-is 5 m At rather hgh Reynolds numbers ditional and the conditional averaging in
Re < 3000 a hgh spatial resoluton is the turbulent fluid. The formula for the

N rate of turbulence energy dissipation e
achieved, i e the ratio of the length of
the wire to the Kolmogorov scale varies averaged over a sphere of the diameter r
within the range of 0 8-2 5. e' v3 /r which underlies the deduction of

RESULTS the relation p = 2-q(6) did not found a

The main attention is given to the convincing confirmation either.

investigation of the universality of the The hypothesis of a statistical inde-

fine-scale turbulence structure and the pendence of small and large-scale motions

intermittency field in all regions inclu- in the turbuient fluid has been verified.

ding edge of flow boundaries Conditionally At all points investigated no dependence of

averaged characteristics in a turbulent conditionally averaged energy dissipation
fluid (including two-point ones as well) moments -"> on the conditioned velocity
are determined using the intermittency tU

1

function It is found that the constants is detected according to the hypothesis in
characterizing the inertial subrange of the a rather wide range of the fluctuation
turbulence spect- rum, i e.the Koimogorov
constant C in the "two thirds law" amplitude variation (Fig.S,

<[u,(x + r)-u (x,)] > = C'(<.t>r) 2 "9, e, <en>to, / <r>t ,
0 2 -1/20 r << L where x coordinate, u - velo- u = (u-<u >) <(u,-<u1> , >

city, e - dissipation, L - turbulenc inte- The intermittency field has a scale

gral scale, 1) = (_3/<e>)1/
4 and the cons- similarity in a wide scale range which is

indicated by extended exponential subrange
tants P and C, in the energy dissipation ntkncin the intermittency spectrum Er
correlation function 2-
<e (x, )e (x, + r)>= Cc > (r/L)~ change (Fig.6). At the most points, the values

differ lightly from 0.25. With decreasing 21
by a factor of more than two, i.e they are the value rises.
not universal The nonuniversality is due The boundary between the turbulent and
to the external intermittency since all da- non-turbulent zones is not sharp even at
ta are generalized by introducing a !,ingle those high Reynolds numbers Re. that are
parameter, namely, the intermittency factor

Fig 1-3, the notaton -iymmtric obtained in the experiments. The wdh fthe transition zone from the levels of the
wake, Re,=380-1080, 2-three-dimensional wa- parameters characteristic of the turbulence
ke, Rex=340-520, 3 -mixing layer, fluid to the levels characteristic of the

non-turbulent one is equal to a mean turbu-

Re,=1040-1660; 4 -plane wake, Rex=160-200.. lent zone length which exceeds the Kolmogo-

5 -boundary layer, Rex\70-50; 6 -return roy scale by two or three orders.

Ca-nncl, Rc\ 3000, the curve on Fig 1 REFERENCES

corresponds to the dependence C = const Kuznetsov V.R. & Sabelnikov V A. 1990.
Turbulence and combustion. Hemisphere , New

the curveon Fig 3 - to the dependence York et al.
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The Formation and Extent of Turbulence-Driven Sccondary Flows
in a Curved Pipe

Y.G. Lai, R.M.C. So and H.S. Zhang
Mechanical and Aerospace Engineering

Arizona State University
Tempe, AZ 85287

Abstract generation source. In toroidal coordinates (Fig 1), it can be written as-

If the source of streamwise vortcity generation is analyzed, a
turbulence-driven secondary ,v is found to be possible in a curved pipe. .____
Recent hot-wire measurements piovide some evidence for its existence To 0-" 11). (2)
further verify the formation and extent of this turbulence-driven secondary -1 (2)
flow, a near-wall Reynolds-stress closure is used to carry out a detailed It can be een__that the amsotropy of the cross-stream turbulent normal
numerical investigation of a flow in a U-bend with a fully-developed stresses (v2 - u2) is primarily responsible for the streamwise vorticity
turbulent flow at the bend entrance. Numerical results reveal that there arc generation near the outer bend of a curved pipe.
three vortex pairs iii a curved pipe. The primary one is the Dean-type vortex
pair Another pair exists icar the pipe core and is a consequence of local Experimentally, it is known that near a wall, the normal stress
pressure imbalance. A third pair is found near the outer bend and is the parallel to the wall is always larger than thenormaL-tress perpendicular to
turbulence-driven secondary flow. It starts to appear around 60' from the the wall. Therefore, the behavior of the v2 and L? near the wall for a
bend entrance, grows to a maximum strength at the bend exit, and disappears particular V can be postulated as shown in Fig. 2b._ A-imilar curve for V/
altogether at about 7 pipe diameters downstream of the bend + dy can also be constructed. The distribution of (v2 - u2) at V and V + div

can now be calculated and plotted in Fig,.2cjIt should be pointed out that,
I. Introduction in the immediate vicinity of the wall, (v2 - u2) is higher for the (W + drw)

It is known that Reynolds-stress gradients could generate curve because v2 has.. higher generauon due to the Dean-type secondary
streamwise vorticity in a turbulent flow The vortical motion thus motion However, (v2 . u2) for the (V + dry) curve would decrease faster
generated is classified as turbulence-driven secondary flow by Bradshaw away from the wall and at some radial location would fall below the
(1987) A typical example of this secondary motion can be. found in the corresponding value for the V cu-ve. Therefore, the behavior shown in Fig.
flow through a straight square duct (Gessner and Emery 1981, Demuren and 2c represents the consequences of the competing influence between the near-
Rodi 1984). These investigations reveal that a counter-rotating pair of outer-bend secondary flow and the primary streamwise flow The calculated
vortices are present at each corner, and they are superimposed on the primary stress gradient is shown in Fig. 2d Finally, 1hs vorticity generation term is
flow. Other examples of turbulence-driven secondary flows are found in estimated according to Eq. (2) and shown in Fig 2e This rather simple
three-dimensional free jets (Sforza et a. 1966) and wall jets (Launder and qualitative analysis shows that negative vorticity is generated in the flow
Rodi 1983). near the outer bend on the top half of the pipe.

Up to now, convincing evidence of ttrbulcnce-deiven secondary 3. Numerical Verification
flow in a carved pipe has not been found The reasons for this could be The flow through a curved bend with cc = 0.077 and a Reynolds
attributed to flow complexity and messurement difficulties According to number of 50,000 h2 been investigated numerically by LaI ci al. (1991).
Bradshaw (1987), the laser Doppler vdocimeter could not be relied on to They used a partially parabolized numerical scheme to integrate the
produce accurate cross-stream flow statistics On the other hand, if hot-wire governing equations and tested various turbulence closares for their ability
technique were used, the stress measurements would be subjected to to calculate such a flow. Low-and high-Reynolds-number Reynolds-stress
calibration uncertainties and/or ill-conditioned subtraction of hot-wire closures, with different pressure-strain models are investigated. The
signals (Anwer et al 1989) These difficulties vere further Lompounded by calculated mean velocities and tvirbulence statistics were compared with the
the relatively weak strength of the secondary motion and by its presence near measurements of Anwer et al. (1989) Their results show that all closures
the pipe wall. In spite of these dfficultes, hot-wire measurements were tested give reasonable predictions of mean velocities. As for turbulence
attempted by Anwer et al (1989) The measurements were obtained along statistics, the best correlation with data is given by die low-Reynolds-
the symmetry line AA and the vertical line BB of the pipe cross-section number Reynolds.stress closure of Lai and So (1990). The other
(F'ig 1) Some of their mean radial velocity distributions along AA did calculations fail to predict correctly, even in a qualitative sense, the increase
suggest the existence of a secondary flow near the outer bend in anisotropy of the normal stresses in the entrance region of the pipe. This

The objective of the present study is to investigate the formation means that improving the pressure-strain model alone is not sufficient to
and exten, of turbulence-driven secondary flows in curved pipes. The source predict the increase in anisotropy of the normal stresses. Therefore, all
of is generation is first identified This is followed by a detailed numerical closures tested, except that of La and So (1990), would not be appropriate
fvestgation using a suitable near-wall Reynolds-stres closure. for use in tie analysis of secondary motions in curved-pipe flows.particularly in the prediction of turbulcncc-driven secondary cells.

2. Vorticity Generation Near Outer Bend The low-Reynolds-number Reynolds-stress calculations of Lai et

By considering the torque exerted on a fluid clement, tlomung al. (1991) are used to verify the arguments given in §2 To do this, the
(1988) was able to derive an expression for the voricity generation source secondary flow pattern and normal stress profiles near the outer bend wall at
and thereby explain the secondary flow created by anmsotropy of the normal 0' = 112.8 are shown in Fig. 3. In these plots, the normal stress
stresses lue to turbulence or viscoclasucity in pipes of non-circular cross- distributions are shown at W* = 9.31 while their derivatives are shown at 11'
section The same approach is used in the present study to examine the = 12.41. The reason is that AV = 6.210 and the W -derivativcs arc evaluated
existence of turbulence-driven secondary flows in curved pipes. A mean between W' = 9.31 and 4°1 = 15.52. Three secondary flow patterns are
vorticity transport equation obtained by taking the curl of the mean visible, one is the Dean-type secondary motion, another is the flow reversal
momentum equation is given by: near die pipe core, while the third occurs near die outer bend and is the

-. - I :turbulcnce-driven secondary flow Plots of the normal stresses and anr
= IV o . gradients show that negative vorlicity generation in the region 0 < (I.r/aI <

Dt .. 0 I is about seven I meq larger than that at 00 = 21.6 where there s no
where us is the mean vorticiay, V is the mean velocity, a is the and secondary cell at the outer bend. This means that the vorticity generated is
turbulence viscous stress tensor and p is tie fluid density. Eq. (1) is wriuen not sufficient to sustain a secondary flow at 00 = 21.6 As expected,
in terms of the usual Reynolds-averaged quantities It can be seen that the negative voricity generation is obtained in the upper half of the curved pipe
right hand side of Faq (I) represents the torque exerted or a fluid clement and Since there cannot be a net vorticity generation in a curved-pipe flow, a
it is this term that is responsible for vorticity generation in an positive vorticity generation of equal strength would also develop near the
incompressible flow in the absence of body forces, outer bend in the lower half of the turved pipe

If the radius ratio, £ = a/R. is very small and viscous effects are The close-ups of the cross-stream velocity vector near die outer
neglected, dimensional arguments applied to Eq. (I). lead to the neglect of bend are plotted in Fig. 4, while the normalized mean radial (U/W0)
all terms except one turbulent term in the stream component of the vorticltv velocities along AA extending from the outer bend wall to r/a = 0 are shown
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in Fig. 5. In Fig. 4, the length of the arrow.h(,ad line represents the

magnitude of the velocity at that point and every plot has the same scale.
Therefore, this allows the strength of the secondary cell to be compared
directly. These plots clearly show that the tu-bulence-drven secondary cell
starts to appear around 0 = 60 and grows stronger as the flow moves

through the bend into the downstream straight pipe. Its strength reaches a -f,

maximum at 90 = 180 (Figs. 4 and 5) and then starts IQ disay exiting into
the straight pipe. The reason is the recovery of (v

2
- u

2
) to its fully- j •

developed straight-pipe behavior and the approach to axial symmetry. As n .. _

result, the gradient of the normal stresses along iV decreases sharply and so
is the vcticity generation source. It takes about 7 pipe diameters to
complete tUs .rocers, even though at this location the Dean-type secondary
motion is still luite evident. When the high-Reynolds-number Reynolds- , -

stress calculations are analysed for turbulence-driven secondary flow, the cell
is found to form at about 0* = 135 and disappear at adout S/D = 4. Even
then, the strength of the cell is substantially weaker than that predicted by Figure 2. Qualitative behavior of the turbulent normal stresses near
the low-Reynolds-number closure, the outer bend of a curved pipe.

FmAlly, it should be pointed out that So et al (1991) have carned
out extensive calculations of developing laminar curved-pipe flows to
investigate the formation and extent of secondary cells. Their calculations
covered an a range of 0.04 to 0.143, a Dean number range of 277.5 to 1360
and a uniform, potential vortex and parabolic inlet flow. The results show
that the secondary flow pattern in the cross-stream half plane vanes from
one cell to three cells dependent on a, Dean numbeor and inlet flow. For -* ....
parabolic inlet flow, a three-cell pattern exists for all ai and Dean Number . -

tested. The three cells consist of the Dean cell, a second cell near the pipe
center and a secondary separation cell near the inner bend. There is no
secondary cell formed near the outer bend for all conditions examined.
Therefore, these results tend credence to the claim that the secondary cell
formed near the outer bend in developing curved-pipe flowis turbulence-
driven
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THE DEVELOPMENT OF FULLY DEVELOPED TURBULENT PIPE FLOW
AN ANALYTICAL AND EXPERIMENTAL STUDY OF THE ENTRANCE REGION

E.M. Laws and M, Aichouni

Department of Aeronautical and Mechanical Engineering
University of Salford, Salford M5 4WT, Great Britain.

The attainment of fully developed flow conditions from which accurate axial gradients could be
starting from the clean, thin boundary layer entry determined.
condition has been the subject of considerable
interest by a number of research workers .( The experimental results obtained Indicate clearly
Barbln&Jones (1963), Deissler (1955), Priest (1975 the two features evident in the earlier studies by
Martinuzzi&Pollard (1989)). For a low turbulence the Laws.Lim and Livesey,l.e, the intersection point
intensity flow a clear Iovershoot' of the fully occurrence (see fig 1) and the oscillatory nature of
developed flow levels was established following the development . Because of the closely spaced
boundary layer merger (after a development length of axial traverse planes it was considered that the
some 35-40 pipe diameters) after which the flow was data was sufficient to obtain accurate axial
assumed to develop asymptotically to its fully
developed values. The duct length necessary to
establish 'fully developed' flow conditions is not
firmly established but work by Reichert&Azad
(1976,1979) would suggest that this could be 200-300
pipe diameters, considerably more than the entrance
length of approximately 60 pipe diameters considered I

sufficient by Delssler and Barbin & Jones.

The K-e turbulence model has been shown to be
capable of predicting quite accurately the overshoot
phenomenon clearly established experimentally
Beyond a development length of 40 pipe diameters
there is however an absence of good test data to
allow more detailed comparison of computational and 0 D
experimental work. Even In the early stages of the
development where significant velocity and 0 6
turbulence changes take place the available data is
not sufficient to accurately calculate axial
gradients of flow quantities 0 4 3

4 t2

In addition to establishing that the entrance length
was considerably longer than had previously been 02 s

considered Reichert & Azad concluded that the flow
development was clearly non-asymptotic even 0•
following the initial overshoot In this they are in o o 0 2 0 4 o 6 0a

agreement with earlier experimental work by Laws,Lim
& bllvesey (1979.1987) in an investigation Into the t/R
decay of highly distorted pipe flows. Here the axial
development of mean flow and turbulence quantities
and their axial gradients were shown to have a Fig. 1 Velocity Profiles measured
pronounced oscillatory nature and it was postulated every diameter
that this mode of development was a feature of most
wall bounded flows.

In the present investigation further experimental gradients of mean flow quantities (Vu/2z, azu/Dz2

work on the decay of a distorted flow has been etc) to allow profiles of these quantities and the
carried odt The preliminary experimental work has radial velocity distribution v to be obtained These
focused on the first 12 dismeters of the sho. (see fig ) several unusual features
decay/development of a distorted peaked profile with associated with the decay process and clearly the
0u/r1 )centrellne value of -1.4 though furthtr wor, radial velocity profiles can be shown to totally
will cover in similar detail a downstream test change sign at specific z/D locations confirming the
length within the nominally 'fully developed' range oscillatory nature of the flow development. Thus
A very detailed measurement programme involving there are a number o: axial locations associated
measurements of time mean velocity, turbulence with the flow development where the condition voO is
Intt-nsity and ,,hear stress at axial stations of 1/16 achieved (a condition normally associated with fully
pipe diameter pitch has been carried out The aim of developed flow) but these 'quasi' fully developed
the prograsme was to obtain good high quality test stations are no more than stationary roints in the
data against which computational models of the overall flow development for when Du/2z0 and hence
decay/development could be properly validated and vsO the development clearly shows thatlu/az'Oo.
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SOME RECENT DEVELOPMENTS IN THE APPLICATION OF RENORMALISATION METHODS TO
PROBLEMS IN TURBULENCE

W.D. McComb, M. Filipiak, W. Robeits and A.G. Watt

Physics Department
University of Edinburgh
The King's BuIdinirs
Edinburgh EH9 3JZ

ABSTRACT using Eq. (4), and renormalising zero order quantities, we get,
for the isotropic case:

Here we report some of the latest results from (a) the LET
theory, and (b) tie method of iterative averaging. + Vok 2 H(k;t,s)Q(k;s,t')

INTRODUCTION = d- sL(k,i)

Fundamental work on turbulence at Edinburgh is divided into x dt"H(k;t',t")Q(j;t,t")Q(lk -jJ; t,t")
the study of renormalised perturbation theory (the Local Energy
Transfer theory, or LET) and renormalisation group methods - dt"H(j;t,t")Q(k;t",t')Q(k-jl;t,t")I (6)
(implemented as the method of iterative averaging). In both 10
cases we study the Fourier components of the velocity field in k where L(k,j) is a geometrical factor.
space, so we begin by writing down the solenoidal Navier-Stokes The same methods can be applied to the transport of a pas-
equations and all the necessary definitions (see, for instance, sive scalar, adding the corresponding hypothesis
McComb(1990)):

e(k,t) = H"(k;t,t')6(k,t'), (7)
- + vk ) u.(kt) = M.o (k)Ju0(k -j,t)u,(j,t)dj resulting in the LET equations for passive scalar transport:

+f,(k,t) (1) a8 + ok, (k;t,s)(k;s,t')

where v'o is the kinematic viscosity, f is the stirring force, and

MA o.,(k) = [k0D a.,(k) + k D o,(k)] (2) N(k,)

Xfo' dr" H"(k; t', t")O(i; t, t")Q(lk - il; t, t")

and the projection operator is given by
D0~() =6a1 kak 3/k-/of dt" H"(j; ,,, t")o(k; t", t')Q(Ik - jl; t,t")} , (8)

D.,o(k) = 8., k~kp/k' 3

where

LET (O(k,t)e(k',t')) = O(k;t,t19 3(k + k'), (9)

LET is a general theory of turbulence and is the only renor- and N(k,j) is a geometrical factor.
malised perturbation theory which yields the Kolmogorov rpec. Scalar transport computations have been performed at a
trum as its solution in an Eulerian (i.e. laboratory) coordinate range of Reynolds numbers and Prandti numbers. At low RA
frame. It has been investigated numerically for the case of freely we get se!,-s;milar spectra and two-time correlation curves. The
decaying isotropic turbulence and has proved to be capable of velocity.scalar cross derivative skewness values are similar to
predicting even the finest statistical details of the turbulence, those shown in Kerr(1985) Fig. 3, but have rather different be-
over a huge range of Reynolds numbers (McComb and Shan- haviour with Pr, see Fig. 1
mugasundaram(1984,1991), McComb, Shanmugasundaram and LET is now being extended to treat weakly sheared flows,
Hutchinson(1989)). where the departure from isotropy is small enough to allow sim-

The basic hypothesis of LET is that the turbulent response pie computations. The application to strongly inhomogeneous
can be represented by an exact propagator: flows presents more severe computational difficulties. Such an

approach is potentially important in that it could provide syn-
u,,(k,t) = Ha (k;t,t')up(k,t'). (4) thetic boundary conditions for use with large.eddy simulation.

H is an averaged quantity. Then, forming a perturbation ex-
pansicri for the correlation tensor Q, defined for homogeneous ITERATIVE AVERAGING
turbulence as

Although the LET Theory ofr:!rs a rather comprehensive descrip-
(u(k,t)ujj(kt,t')) = Qcp(k;t,t')63(k-i- k'), (5) tion of turbulence, without recourse to adjustable constants, it

is neertheless ad hoc in the sense that it is derived by truncat-
:-.g a renormalised perturbation series at a given order without

i-u1-1



for the wavenumber bands 0 __ k' < 1,1 5 i', ' <_ h- 1, where
0.6 xXP l= k'-j1and

xxx
Q = 0

1
3 h14/3(li - h- 1) + (17)

0.4 0 C9 0 The coefficient L(k', F') contains purely geometrical factors.

0 The Kolmogorov constant a is defined in this method by
Eq. (14), and a is plotted against the bandwidth parameter in

0.2 x Pr = 0. 1 Fig. 2.
a Pr = 0.5
o Pr = 1.0

0 20 40
Re.

I,$

Fig. 1: Velocity-scalar cross derivative skewness against R
10

any a pror justification for so doing. In contrast, while Itera-
tive Averaging offers no more than the prediction of the subgrid F- Ke 1- ho-1,,

stress which represents the effect of eliminated modes, it has -lrst ode,

been clear from the first that it also offers the hope of basing 000 0 0 04 0.5 of 0.7

such a prediction solely on rational approximations.
The thrust of Iterative Averag~ing, znd all RG approaches to

the turbulence problem, is to reduce the number of modes that Fig. 2: Dependence of Kolmogorov constant on bandwidth
have to be explicitly computed by averaging out the smaller scale
modes. We begin by decomposing the velocity field into explicit
scales for k < k, and implicit scales for k, _< k 5 ko: The Iterative Averaging method has now been applied to

scalar transport, with encouraging results, and work is in progress
U,(k) = U- for 0 < k 5 k1  on its application to inhomogeneous turbulence.

= U+  for k __k<5k, (10)

where k, is defined by REFERENCES
k, = (1 - A)ko, (11) McCOMB, W.D. (1978) J. Phys. A: Math. Gen., 9, 179.

with tile bandwidth parameter A satisfying the condition 0 < McCOMB, W.D. (1982) Phys. Rev. A, 26, 1078.
A < 1. Then the RG approach can be carried out as follows: McCOMB, W.D. (1990) The Ph~jsics of Fluid Turbulence,

1. Solve the NSE on k, _< k < ko. Substitute that solution Clarendon Pres.s, Oxford.
for the high-k modes back into the NSE on 1 :_ k < ki.
This results in an increment to the viscosity vo - v= McCOMB, W.D. and SHANMUGASUNDARAM, V. (1984)
Vo + 6vo. J. Fluid Mech., 143, 95.

2. Rescale the basic variables so that the NSE onO _ k 5 k, McCOMB, W.D. and SHANMUGASUNDARAM, V. (1991)
look like the original NSE on 0 < k < ko. J. Fluid Mech., submitted for publication.

These two stages are then repeated to eliminate the effect of McCOMB, W.D., SHANMUGASUNDARAM, V. and
high wavenumbers progressively. HUTCHINSON, P. (1989) J. Fluid Mech., 208, 91.

A conditional average is used which smooths out the effect of
the high-k modes, while keeping the U- constant. We represent McCOMB, W.D., SHANMUGASUNDARAM, V. and
it by an operator A[U+IU-1 and denote its effect on the first WATT, A.G. (1989) Application of RG methods to the
shell of wavenumbers to be eliminated by 0o. It then follows large-eddy simulation of fluid turbulence. Joint GAMNI-
that this operator ha-, the properties: IMA/SMAI Conf. on Computational Aerodynamics, An-

tibes, France, May 17-19, 1989.(UC)o= U;(k), (12)(U;(j)U -(k-j))o U;(j)U(k--j) (13) McCOMB, W.D. and WATT, A.G. (1990) Phys. Rev. Lett.,65, 3281.

The final result for the fixed-point viscosity is given by

t,(kk') = a /6/ 3 k4/ 3 in(k'), (14)

where the coefficient ,(k') is given by the recursion relationship

f,,+,(k,) h 4 /,.(hk') + h-4/3 6, (k'), (15)

with

bnk)= 47k, f d~j' L,,(k, +)' (16)
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VORTEX INTERACTION IN THE WAKE
BEHIND AN OSCILLATING AIRFOIL

K Morikawa and H. Gronig

Shock Wave Laboratory, Technical University Aachen
Templergraben 55, 5100 Aachen, Federal Republic of Germany

ABSTRACT the range of tens of milliseconds. The pitching

Vortex interaction in the wake behind a NACA oscillation of the airfoil is driven by a step motor,
0012 airfoil with pitching oscillation in unsteady flow being controlled by an IBM PC. Center point of the
is investigated. Two sets of experiments have been rotation is set 50% of the chord length. Throughout

carried out: while the first one concentrates on the the present study the onset of oscillation is fixed
periodic quasi-steady state of the flow, the second at the instant of flow start. Applied experimental
one deals with its starting stage. From the flow techniques are flow visualization with the dye injection
visualization by the dye injection method, the wake is method and velocity measurement by Laser Doppler
classified into six types, depending on the reduced velocimetry (LDV). The frequency is varied between
frequency and amplitude. Phenomena of transition to 0.5 ar-I 20Hz, the amplitude of oscillation between
turbulence and reorganization of the wake type was 10 and 50 and the Reynolds number between 4500
interpreted as a result of vortex interaction, and 31000. The Reynolds number is defined by the

external steady velocity and the chord length. The

INTRODUCTION type of oscillation is a sinusoidal one around 00.

Large-scale coherent structures, especially in the
turbulent mixing layer, have been one major topic of
turbulence investigation since Brown & Roshkos' ex- RESULTS
periments(1). Bloor[23 and Kourta et al. [3] studied
the wake-shear layer interaction behind a circular From the flow visualization with the dye injection

cylinder and showed that a set of non-linear fre- in the first part of the experiments, six wake patterns

quency interactions is progressively generated in the can be distinguished as shown in Fig. 3. Which type of

wake, finally resulting in transition to turbulence. pattern occurs depends on the reduced frequency K

Such detailed information about a vortex interaction and the amplitude a [°1 (with K=7fc/Uo, f: frequency

in the wake, however, seems to be available only in [Hz], c, chord length [m], Uo: steady external velocity

the case of a circular cylinder. The main purpose of [m/sec] ). With increasing reduced frequency K, the

the present study is to understand phenomena of this wake patterns change from -'I) a wavy wake , over

kind also in the more complex wake of an oscillating (2) a splitted wavy wake, (3) a rolled-up wake, (4) a

airfoil in unsteady flow. The flow configuration is straight rolled-up wake, (5) a strong rolled-up wake,

shown in Fig. 1. The vortices can be classified into to (6) a fully turbulent wake. This classification is very

two different groups:, 1) the large scale vortex (LSV), similar to the one, which is made by Oshima et al.

which is induced each half period of pitching oscillation, [6] for the case of heaving motion. Integration of SSVs

and 2) the small scale vortex (SSV), which is generated to LSV is observed near the trailing edge region for

in the shear layer. Two sets of experiments have been the cases of rolled-up wakes (4,5) to fully turbulent

carried out: while the first one concentrates on the wake (6). This process is understood as an onset of

periodic quasi-steady state of the flow, the second the transition to turbulence: the LSVs are interacting

one deals with its starting stage, where the unstead on each other. At a certain region the wake loses its

effects of the external flow arc important. The following two-dimensionality and forms a turbulent region (see

experimental parameters are varied in a wide range: Fig.4a). This region progresses upstream but does never

frequency and amplitude of oscillation and Reyaneolds reach the trailing edge. Consequently two flow-regimes

numbenc a can be distinguished: a strong rolled-up one and a fully
turbulent one. In the case of the high reduced frequency
and small amplitude, the following events are observed:

EXPERIMENTAL SETUP LSVs are interacting on each other and form the strong

The experimental setup consists of the vertical rolled-up wake (5) (see Fig.4b). Within the investigated
water-- Ludwieg-tunnel (Fig.2), which was proposed region this does not develop to the turbulent wake but

by Akanatsu [4] and built at the Aachn Shock Wave reorganises to a rolled-up wake (3). The second part

Laboratory (5]. The principle of operation is as follows:, of experiments are focused on the development of

the high pressure section is separated from the low the starting vortex. After the point of inflection has
pressure part by a fast acting valve. When this valve is developed on the wavy-like separated boundary layer,
opened, by graviry and additional pressure difference it is rolled up in the wake. This point is supposed to

the flow is accelerated to a steady velocity within become the center of the vortex.

i i1-12-I



CONCLUSION High pressure-- A

Phenomena induced by vortex interaction in wakes chamber

generated behind oscillating NACA 0012 airfoils are Water tank4

investigated. Six groups of wake patterns can be
classified:. wavy wakes, splitted wavy wakes, rolled- Nozzle
up wakes, straight rolled-up wakes, strong rolled-up -

wakes and fully turbulent wakes occurring with Test section -

increasing reduced frequency. The bigger the amplitude 75mm x 150mm I
of oscillation is, the faster the pattern changes to. _
fully turbulent wakes. Transition to turbulence and Fast acting sliding valve-
reorganization of the wake is understood as a result
of vortex interaction. Detailed information of vortex Water tank
interaction is deduced from LDV measurements and Low pressure -

spectral analysis. chamber V _j
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ABSTRACT1
The experimental work has been made for Couette W14 m

type flow with repeated pressure gradients that are
realized in the channel consisted of a wavy fixed e:45mm
wall on one side ard a merving wall on the other side - 45MM
(see Fig. 1). This work is an extension of El
Telbany and Reynolds (1980) who investigated the YJ X t/ 2h=15mm
Couette type flow with a constant pressure gradient. \ \ \ \ \ \ \ \ \\\\\\\
Measurements of mean velocities and turbulent inten-
sities show that. the flow is largely affected by the Ub
inertia force and upstream effect of turbulence.
This type of flow simulates the flow in the high
speed journal bearings operating in turbulent condi- Fig. I Test channel having wavy and moving wall.
tion.

THEORETICA'L BCKROUJND + J=(zA+38)&. fuYC(''f(c

Theoretical works on Couette type flows with a
constant pressure gradient were made by El Telbany & We assume a constant eddy viscosity in core region
Reynolds (1980) who indicated that the stress gradi- and the following relation holds.
ent across the channeldr/d ( T ;shear stress,y;wall uc- a
distance) is a dominant parameter to understand the = -- (f- YIA C (5)
flow. There appears conventional wall law, half UA

power law and defect law regions. The velocity laws developed above were confirmed to
In journal bearing under loaded condition, the hold for constant pressure gradient flows (locally

clearance changes along moving direction thus the equilibrium turbulent flow) by ElITelbany & Reynolds.
inertia force and the repeated pressure gradient In addition to the inertia effect, there may
dP/dX, to appear and the equation of motion can be exist upstream effect of turbulence in present flow
written as which necessitates two-point closure model of turbu-

au. - *f dP /d(1 lence. Comparisons between previous and present-- = .L - z-f- (1) measured results in the light of above relations
d5 7;show that whether the present flows are locally

Conditions d /dx =0 and dP//dmx =dP/dx correspond to equilibrium turbulent flow or not.
Couette and Couette type flows with a constant pres-
sure gradient respectively and the shear stress can Tab. I Non-dimensional pressure gradient i

be described by linear relation as T" = 7, + 0%zy. X/l 0 0.125 0.250 0.375 0.500 0.625

In general, however, there appears an inertia force -0
and the shear stress is no more linear. However If -0.009 0.017 0.025 0.026 0.018 -0.016
we introduce a locally averaged stress gradients as x/l 0 750 0.875

;' -0.015 -0.023
1,r 1 ar , _ dr, I fl~sdt

ai dr -8 TJ ( 1 2
where y1, ys denote wall distance of boundary of Pressur gradient hne

buffer and half power regions, the same velocity P
laws can be developed as ElTelbany & Reynolds. -/

Close to wall, r does not change significantly Re800 x/--0125
and using Van Driest damping factor A

, 
the following

well known relation holds Inertia force effect

t =5*V /,'iH ~it,4XY* Lf- xA Y/4)) J dy (2)

where u* is friction velocity and u+=u/u*, y+=yv/u*. 0 0

AS the wall distance increases, T can be expressed
by the relation, \ -00-o -

Applying the mixing length theory to this region, 0 0

log law and half power laws (Townsend 1961) are

I 0" R> Fig. 2 Shear stress distribution. Balance among
t ( ' various forces, including inertia force.
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EXPERIMENTAL REZUI'3 AND DISCUSSIONS Figure 5 shows the variation of constant D

with jA-'. A constant value of D=-3.5 was obtained

Figure 1 shows the test channel and coordinate irrespective of Ar' by El Telbany & Reynolds for
system used. The mean velocity distributions and Couette type flow with a constant pressure gradient.
turbulent interisities are measured at various The variation of present values of D along the
stream-wise positions of x/l for Reynolds number of stream-wise direction follows the loop path instead
Re=5000 and 8000. Non-dimensional pressure gradient of taking constant value. This means that the core
parameters ,W-l= i~dP/tt1/ 3 are tabulated in Tab. 1 region receives history effect of upstream.
for Re=8000. Typical shear stress distributions are Figure 6 shows the turbulent intensity profile in
shown in Fig. 2. A broken line and open circle wall region. A broken line in the figure indicates
indicate shear stresses obtained from momentum the conventional wall similarity curve for u' /u* .
equation and Reynolds shear stresses measured by The present results deviate from this curve largely.
hot-wire anemometer respectively. Significant con- This implies that the effect of repeated pressure
tribution of inertia force on 'C can be seen unlike gradient penetrates deep into wall region although

the flow with a constant pressure gradient. it is not quite large. Figure 7 compares turbulent
energy production and advection. Unexpectedly large
advections are existed which may cause the locally

06- Re Y A+ *unequilibrium turbulent flow in present case.

50000 X REFERNCES
05= 8000 o +"

A, El Telbany, M.M.M. & Reynolds, A.J. 1980 J. Fluid
Mech. 100, 1-29.0.4- K=039 0 60 Huffman, G.D. & Bradshaw, P. 1972 J. Fluid Mech.

0 + X/53, Pt.1, 45-60.

03- 40 Townsend, A.A. 1961 J. Fluid Mech. 11, 97-120.A'=26
- + - 20

Huffman & Bradshaw
I I I

10"  ' 10 "2 Re

Fig. 3 Variation of Karmann and Van Driest c 5000 61
constants with ,a,' in buffer region. o 8000 D

In buffer and log regions, two parameters K and A El TelbanY L Reynolds
take well known value as functions of shear stress
gradient parameter within buffer region A" =LIIMs/ for

equilibrium turbulent flow (Huffman & Bradshaw . .......
1972). Figure 3 com ares present results of X and 3
A' with that of Huffman & Bradshaw. A general trend
of A' is similar with the their results. Fowever, I .0
the variation of K with LL

1 is quite different. They -002 -001 0 001 g' 002
insisted that X is sensibly constant while the
present results show it increases when .' > .xfO"2 .

In half-power region, the constant (2A+3B) depends
on the shear gradient ?Ls=0(s /u# . Here A equalsi/x
and B indicates turbulent diffusion coefficient. Fig. 5 Hysteresis change of defect law coefficient
Figure 4 compares the present results with others along stream-wise direction.
for the case of D s >0. The quantitative agreement
can not been obtained although the general trend is
the same.

4

C Re 8000
300 3 0aProduction (x/I)

~)gEAtAA 0  
-0--

, , o"--- 0.125

100 ElTelbany&Reynolds i Advection

Sa --- - 0.125
50

5 0i 0 + 0625 01

6 0325 * 0.75
0025 

' 0,875 
1-

10 : 0375 o 10 --

Re =8x10 3  % -

,1 -1 1 1 1o-- - I I _' ' 7
0.1 05 1 2A, 0 10 y+20 30 40

Fig. 4 Coefficient 2A+3B in Townsend type Fig. 6 Distribution of turbulent Fig. 7 Production and advection

description of half power law. intensity at various of turbulent kinetic
sections. energy.
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1. Introduction
As a paradigmatic flow having the U.

secondary flow of Prandtl's second kind, y
much research has been conducted on the
turbulent shear flow along a corner formed Corner
by tao perpendicular plates. Although a Bseto
theoretical explanation has not yet been V C"
developed on the coherent structure in a XL
flat plate turbulent boundary layer, many
experimental and some CFD results have Sew
convincedly documented such a structure. F1oV
Bursting is detected even in a rough wall
turbulent bouneary layer. It is therefore
interesting to investigate how and to what
extent the coherent structure will be
modified by the secondary current. in what Z
follows we will describe experimental Flg.1. Flow field and coordinate system.
results of the coherent structure in a
corner turbulent boundary layer, shown
schematically in Fig.1. -16 -14 -12 -18 -8 -6 -4 -2 1.as)

2. Measuring Method 180
Fig.,1 also contains the coordinate

system used, where y' denotes the corner - 80
bisector and z' is perpendicular to both x 60
and y' axes. Uo is a constaat free stream I
velocity 'which was so adjusted to give a 40unit Reynolds number of' U /v=3 .5 Y 06m - 1 2

where v is the kinematic viscosity of 2- '

air. The working section of Ln Eiffel type - ---

wind tunnel is 0.5 x 0.3 m2 and 2 m long. 0 0 8 0 8 0 8 0 8.2 8.4 0.6 8.8 1.8
Measurements were performed at a section u/uQ
1.9 m downstream from the leading edge, a). ejection period
using a conventional hot-wire anemometer
set.

0 8 2 4 6 8 1 12 14 (me)

3. The Effect of a Corner on Burstirp 100
To detect the bursting event ti short 0

time variance is defined accor ,.Lng to 88 £

Blackwelder and Kaplan. 68 ,,

Figs.2a and 2b show the variations of
the conditional mean velocity distribu- 40'"
tions during one bursting cycle, measured
at a time elapsed from tne onset of 20
bursting, as well as the conventional mean 0 _
velocity profiles denoted by dotted line, 0 0 0 0 8 8 0 8 8.2 0.4 8.6 8.8 1.8
both obtained in the two-dimensional re- U/Uo
gion. Well known decelerated and accele- b). sweep period
rated profiles can be seen clearly just
before or after T =0. The results obtained
nt 7=25_ m o.. mila r profilc as Figs. a Fig.2a,b. Variations of conditional mean
and 2b. A typical ejection process was velocity distributions during
seen to occur at nearly T=-4%-2 ms and one bursting cycle at z=100 mm.
then a sweep process follows. The ensemble
averaged velocity profiles differed from
those in Figs.2a and 2b. At T=-2 ms in the spanwise vortex parallel to the wall is
section of 25mm, a strong shear layer lifted by the effects of both ejection and
develops near the region y+=30 and the secondary current and may cause the high
velocity above it shows a larger value shear layer. Figs.3a and 3b show the
than the conventionally averaged profile, bursting process at the position nearer to
which leads us to infer that a strong the corner. Ejection and sweep are ob-
clockwise vortex is generated there. The vious but the velocity profile shows a
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more complex pattern. There are two clear evidence of bursting in a turbulent
changes, the one occurring in a small boundary layer along a corner and that the
scale found at the region near y+=50 and bursting process is evidently modified by
the other in a larger scale at near y+=20 the interaction with the secondary current
--30. Specifically, in the sweep stage of near the corner. The effects of the secon-
T=O 4ms, there is a definite dent in the dary current appear also in the space time
ensemble averaged profiles, which implies correlation curves and the correlation
inflection point instability, contours conditioned by bursting show a

In order to examine more details of significantly smaller eddy scale than that
t'he relation between bursting and the of a conventional one.
secondary current, space time correlations
conditioned by bursting were measured. An z.Zsmn znn,
averaging time T, i.e. the bursting
period, was estimated by Tu T

2 /v =140.
Typical results of the conditioned space
time correlation at z=25 mm are shown in I
Figs.4axA = XB) and 4b(xe = XA+6), where Y'.117 Y.,117

the burst detecting probe A is fixed at
y+=15 in both figures and the values of y+
indicate the heights of probe B. In y'.se 9.58
Fig.4a, the pattern of the bursting pro- _ _____
cess changes significantly with the height -- __i______

of probe B, but it is not found in .29.29 9.2
Fig.4b. Also in Fig.4a the peak value of
-he conditioned correlation shows a rapid 9=

decrease near y+=58, indicating a loca- Y. 00
lized character of bursting. .

From the results mentioned above, -1
iso-correlatio contours conditioned by J
bursting are produced in Figs.5a, b and c. - 4 u./64 -2 0 2,
Comparing with the corresponding results a). xA xB b). X8 =  +

in the two-dimensional region, it is sug-
gested that the eddy conditioned bursting Fig. 4a,b. Distributions of space time
has a smaller scale than that of the con- correlation conditioned by
ventionally correlated eddy. A similar bursting.
feature can be found in Figs.5b and 5c and
particularly Fig.5 c(z=15mm) shows a sig- 0.5
nificantly small spatial extent of the I Z=1OOmm
coherent eddy, compared it with 2-D region.

4. Concluding Remarks
From the experimental results des-

cribed above, we can say that there is

= -IC -14 -12 -I1 -8 -6 -4 -2 (,s 0 ., I
-20 -10 0 1.0 tU16 20

a). z=100 mm

0 2 05

N,,Z=25 mm

210 N , 70
4 1 '1 1 i 1 1 1 151411.15'

U/UoN

a). ejection period

-2.0 -1.0 0 1.0 20

11 2 4 6 8 10 12 14 (.s b). z=25 mm

811 I Z 15 mm
60

40 '5

0 0 0 08 0 0 80.2 0.4 0.6 0.8 1.0
U/Uo 0''

b). sweep period -20 -I.0 0 10 TJ/d 2.0

c). z=15 am

Fig.3a,b. Variations of conditional mean Fig. 5a,b,c. Eddy shapes expressed as
velocity distributions during iso-correlation curves con-
one bursting cycle at z=15 mm. ditioned by bursting.
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ABSTRACT -<UV>Y
This paper displays the theoretical form of u. 2 '  1 h

composite expansions for mean flow properties
and shows how they depend on Reynolds number. From this one can see that the common part is

It also gives semi-empirical equations that have Gcp = G(0) =1. The inner layer function g(y+) is

been fitted to channel flow results . Reynolds not known. The composite function is
number trends of the experiments are well uv> composite = g(Y+) + G( V+f) -G e
represented by composite expansions. Re- Re-)
INTRODUCTION

There has been a interest in the effects of = g(y+) + Re-
Reynolds number on turbulent wall layers. Much In order to explicitly display the trends with
of this comes from the need to interpret flow Reynolds number a curve fit to experimental data
visualization experiments and direct numerical was performed. The equation assumed was
simulations, Spalart(1988) and Kim et. al. + - .+.C z
(1987). g(Y) yexp( + C[exp( )- eXp( 2

It is accepted that turbulent wall layers A fit of this equation to the Re* 860 data of
have a two layer structure; a classical singular Tiederman & Harder(1990). yielded coefficients;
perturbation situation. Mathematically the two- Cl = 0.517, C2 - 136, and C3 =2.51. Figures 1 and
layer structure has an analogy with the theory of 2 show the composite expansions and the
inviscid flow and boundary layers. One practical experimental data. The constants for all of these
difference is that boundary layers and inviscid curves are the same.
flow have a thickness ratio of 1/100 (or smaller) The fluctuation u' was treated similarly.
while turbulent wall layers the thickness ratio Since at the centerline u' is symmetric, a
can be as high as 1/4. hyperbola was used for the outer behavior.

Consider a layer of thickness h, centerline
velocity U, viscosity v and friction velocity u.. U'o - C1 + { C2

2 + C3
2[1 - (y)2]}1/2

The outer layer variable is y/h , the inner y= The common part of this is the constant
y/u.v and the ratio is the Reynolds number u'cp = C1 + { C2

2 + C3
2} 1/2 = Ccp

Re,=u. h/v . An inner function for any variable is The inner function was taken as

fi(y + ) - f(y+,Re.= oo) u'i(y+)=Ccp[1 -exp(-C4y+)]+C5[exp(-C6y+)-exp(-
Similarly the outer function is C7y+)]

fn(-) = f(y+- h Re-, Re-= cc) The composite expansion is
-n hu(Y+)composite - U'o + u'i- ucp

Matching between fi and fo is aptly called the This equation was fitted to the data (Re*=860)
common part;, fcp =fo(0)=fi(co). Neither fi nor fo with values: C1-0.527; C2= 0.369; C3- 1.57;
are uniformly valid for ail y. What is not C4 =0.0697; Cs= 90.8; C6 = 0.0905; C7 = 0.0948.
discussed in textbooks on turbulence is the idea The results are compared to data in Fig. 3 and 4.
of a comoosite expansion. Such an expansion is A m.del equation for the vertical velocity
not only uniformly valid, but it contains the first fluctuation v'was also a hyperbola for the outer
dependance of the profile upon the Reynolds behavior, The common part of this is another
number. An additive composite expansion is constant. According to theory the inner function

Yf(y+) + -O-+-- should rise away from the wall - y2 . A n
f]composite =  fO(Re. )-fcp equation with this property is

The mean velocity law of the wall plus law of v'i(y+) - Ccp [1 - exp(-C4y+)
the wake is a composite expansion, + C5 exp(- C6 Y+) [ exp(-C7y+) -1 + C7 y+]
Panton(1 990a). The composite expansion is

Now, we apply this scheme to the Reynolds v(y+)composite = V'o + vi - Vcp
stress. For pipe or channel flow theory shows This equation was fitted to the data with values:
that the Reynolds stress in the outer layer is C1 =0.447; C2 - 0.226; C3 - 0.691; C4 -0.0509; C5=
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Fig. 1 Reynolds Stress at Various Re' F~g. 2 Reynolds Stress at Various As'

Data ot Tioderman & Harder

08 * 0l6 e 08

A A -R.0

1; 06

il.'.550

04 As7004
A80'7n50 f.15

~02 A 0

00

0' 10,0 to, too to'1 to,

Distance y+ Distance y+

Fig. 3 Re* Effects on u' Fiuctions Fig. 4 Re' Effect on u' Fiuctions

25- 4 1110.2 5--

CC
2 -

-

oAA

.2 Oata oi Tisisiman & Htda, LLr DatO we, a ilmitiA

* tt..lo C Re'.708

Rt.,.560 - e.11
05 i'50051 0 R*.017

A Re'.1855

O _i o0tO1too to'vo'1,10 10
Distance y+ Distance y4

Fig. 5 Effect of Rco on V' Fluctuations Fig. 6 Effect of Re* on v' Fluctuations

A as
Os.8 ata of Wei & Wimarth a

00

S08--4
0 Re'*750

0L So.0 i

06- 0.6--R .t

>~0 ~0 Re.69
0* 04- 4- .708

* A Ro.708

0202- 0 Re.t017

* - Re'.1665

0 - -- 0_1I

100 to' ~Distance y+ o o I. - 10 0
Distance y+

22.0; C~a 0.539; 07 -0.0850. Here the Re*-380 REFERENCES
data was used. Figures 5 and 6 show the results. Spalart, P. R.(1988) J. Fluid Mechanics.187, 61.

From the figures it can be seen that the Kim, J., Momn, P., and Moser, M.(1987) J. Fluid
composite expansions exhibit considerable Mechanics.177, 133-165.
Reynolds number effects, even for y+ values less Tiederman, W. and Harder(1990), private
than 100. The ability of first order expansions communication.
to track these trends to such low Re* indicates Wei, T., and Willmarth, W.W., (1990) J. Fluid
that the physics of these layers is much the Mechanics.187, 61.
same as those at higher Reynolds numbers. P3nton, R. L.,(1990a) Proceedings of 11th Annual

This paper was written while the author Conf of Canadian AppI. Math. Society.
held a visiting position at the Acoustics Center Computational Mathematics Publications,
of Ecole Centrale de Lyon. A fellowship from the Southhampton, UK, 1990.
REGION of Rhone-Alp is greatly appreciated. Panton, R. L.(1990b) J. of Fluids Engr.112,425.
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Introduction: Two different ranges of mean velocity gradients are produced by

Both Taylor's hypothesis and the assumption of local placing one of two cylinders downstream of the heatd wire screen.

isotropy are routinely applied to flows with a range of mean ve- The integral scale is varied by using two grids of different mesh

locity gradients and velocity intensities. It is well known that the size. Table ! provides flow parameters for the experiment.

use of Taylor's hpothesis leads to increasing un-ertainty with Two special, two sensor probes are used to measure the
increases in the mean velocity gradient and velocity intensities time resolved temperature. Probe 1 consists of two platinum wires
(cf. Taylor (1938) and Townsend (1976)). The result. presented with a diameter of 0.625 Mn which are separated in the down-
herein quantify this uncertainty and also indicate that the uncer- stream direction. The length of the first wire is 1.0 mm and the
tainty depends on the integral length scale of the flow. The recent second is 0.75 mm. The spacing between the wires is 1.0 mm.
studies of Sreenivasan et. al. (1977) and Antonia et. al. (1986 a Probe 2 is similar to Probe 1, except that the wires are separated
k b) show flows with moderate to small mean velocity gradients by 1 mm in either the transverse of sppnwise directions. The
are not locally isotropic. The present study complements those lengths of both wires are 1.0 mm.
of the previous studies and quantifies the effect of mean veloc- Both wires are operated using two a.c. temperature
ity gradient and integral length scale on departures from local

isotopybridges which have a frequency response of 8 kliz. They are

isotropy. supplied with a constant r.m.s. current of 1801iA which makes
Based on the rapid distortion theory of Batchelor and their velocity sensitivity negligible (cf. LaRue et al. (1975)). The

Proudman (1954) and subject to the same constrains, Cauchy's probes are directly calibrated using a calibration jet over the range
equation can be used to relate the scalar gradient before and after of 19 to 241C
the application of a mean strain as

The time resolved spatial gradient, 0-, is approximated
Oq' Ox, Oq as
Z, aj= 37 (1) 09 _ 600 b (5)

ex, 6j3(5
where q corresponds to the spatially resolved scalar, s refers to where 60 is the time resolved difference in the temperature at the
measurement in the strainea field, and x, and a, are the con- two sensor positions which are separated by a distance 60.
ponents of the position vector, respectively, before and after the
application of a strain The strain experienced by the fluid is Results:
equal to If tl strain in the downstream or x, direction is The present results indicate that in a heated grid-

e . fgenerated turbulent flow approaching two dimensional objects,
assumed to be equal to the mean strain, then it is easy to show along the mean stagnation streamline, for if <1, the variance of
that ( the temperature derivative increases in the streamwise direction,

a, = U decreases in the spanwise, and remains constant in the transverse
m an c i directions [Fig. 2]. For example, the variance of the streamwise

temperature gradient normalized by its undistorted value is near
bining Eqns. 1 and 2, squaring and averaging, leads to the fol- unity when j- > 0.75 and increase to about 1.40 for . = 0.15.
lowing equation which relates the variance of the spatial gradient This increase in dissipation is higher for the experiment which has
of the scalar in the strained flow to that in the unstrained flow- larger i5 ratio.

('j - 2 For large -g ratio, the dissipation obtained based on
_(0 J) - (3) Cauchy's equation and from the temporal derivative and Taylor's

hypothesis agree with the corrtsponding results obtained from di-
rect measurements when is respectively larger than 0.75 and

Similarly, it can be shown that 1.85. Near the stagnation pot, resuits based on Cauchy's equa-
tion and from the temporal deivative and Taylor's hypothesis

2 *) differ from the corresponding result obtained from direct mea-
Al u( surements by 60% and 560% respectively [Fig.31.

( ) For small ! ratio, the dissipation obtained from all meth-
ods agree with each other when -. >2.0. However, for 1.<2.0,

The purpose of the study dicussed herein is to determine near the stagnation point, results based on Cauchy's equation and

experimentally the applicability of Taylor's hypothesis and the from the tempoial derivative and Taylor's hypothesis differ from

assumption of local isotropy in a low intensity flow for a range of the corresponding results obtained from direct measurement by

downstream mean velocity gradients. 40%.

Experimental Arrangement and Techniques: Comparing the variance of the temperature derivative in
the streamwise direction obtained from direct measurements and

The flow used in this study is the nearly homogeneous the corresponding results obtained from the temporal derivative
and isotropic flow produced downstream of a turbulence grid and with Taylor's hypothesis, it can be concluded that in the strained
heated wire screen. Fig. 1 shows the experimental arrangement. flow, when - 1, Taylor's hypothesis can be used over a wide
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Abstracts tain degree, as shown in Fig 4, if the concentration of used species
The nrelmimary quantitative measurements of the scalar field in the was very low and the intensity resolution of the optical system was

mixi.,g flows of the rectangular jet using Laser Induced Fluorescnce enough high The maximum error of concentration value due to de-
(LIF) and Digital Image Capture & Proceassng tcchncques arc cay of incident intensity without alterative correction in our case
presented. was estimated roughly about ± 4% (y and z direction) and ± 7.5%
Introduction (x-direction) for the maximum concentration
Recent dcade, it r,, well known that the Laser Induct d Results & Discussion
Fluorescence iechneque could be and must be a very important and The preliminary investigation on concentration and scale field for
potential approach for attack on deep understanding the complex the rectajigular jet mixing flows took place in the same condition for
and turbulent flows . The contribution which has been made by the calibration. Renolds numbers is 1000, 2000, 3000, 4000, and
many researchers [ Q

1
2J
1

[3l4
t

werc involved with itself development of 5000 The spatial and temporal resolution could be down to the
the techcques and its application in various flow field Taylar scale (for Re = 5000, X / dz 50-100 ). The typical images of
Also, the non-axisymmctrical let flows were studied broadly for its instantaneous concentration field in a rectangular jet mixing flow
background on many industrial application even the flows in prac- were shown in Photo I and 2 The dankness level or pseullo colour
tce could be more complicated Certainly, it would be interesting if correspanded to the dimensionless concentration C/Co
the experimental observation on the scalar field could be made (C / Co =I at the exit of the nozzle). Some image processing
directly in the rectangular let mixing flows techneques were used for better displaying the structures and em-
Experimental Arrangement phasizing main feature of the flow patterns.
The schematics of the experimental arrangement is shown in Fig. I It is found that one kind of unsteady and blended large-scale struc-
The water channel works like as a water tank (water is static here). tures (from symmetric pattern to spiral pattern or inverse) exists in
The jet flows was supplied by a water storage tank in which water the ractangular jet mixing flows as shown in Fig.5(c), except the cx-
was premixed with fluorescence species. The critical diameter of the isting symmetric and spiral-larie scale structure which have been
rectangular nozzle exit is 5 sm and its width / height ratios are found in round jet flows.
1,3,5, repectively A light sheet of laser, which crossed the axies of The instantaneous profile of the concentration along the axis y and
et, illuminated a vertical or horizontal section view field of the jet z, as expected, were strongty intermitent , and the instantaneous

flows The inner view field of flows was captured by a CCD camera quantitative distribution of concentration along the X axis is very
(12 X 512 pixel, 8bit darkness level, 25 frames/ see, the spatial reso- intcrmitent too Obviously, all these kinds of the intcrmitency are
lution 1 22 x 0 92MM

2 
/ pixel here), then digittzed, stored by a im. connected directly with the scalar interfaces or scalar structures

age card (DT-2861, 16 frames Luffer) and processed by a PC-386 (Certainly, including the large-scale structure). Also the results of
microcomputer present investigation show that the entrainment mechanism in the
Measurement & Calibration rectangular let flows is dominated by large-scale motions. These
According to Bear' law, the flourescent intensity (Hr) mainly de- large scales are engulfing unmixed ambient fluid and transporting it,
pended on the incitent intensity of laser beam or sheet (lo) and the in significant quantities, deep into regions in the flow interior where
concentration of the fluorescent species in the solution (C) Several it can be subsequently niixed by smaller scalar motion (Kolmogorov
fluorescent species (Rhodamine 6G, Rhodamie B and Sodium and Batchelor scales).
fluorescein) were tested in different conditions (the power of laser Fig 5 show the typical instantaneous average concentration distri-
(W), as shown in Fig 2, .he maximum concentration of the species buttons along the axis x with W / H = 1,3,5 at vertical and
in the solution (Co), the apaturc of the CCD camera) It was found horizoutal section respectively By comparison with all the results, it
that among them. only sodium fluorescin was quite suitable to could be found that the average mixing rate and the concentration
have fine linear calibration curve at low maximum concentration pattern in rectangular jet flows did not simply monotonously de-
,'o) and certain power of Lasser. Also the H1- C / Co curves were pend on the width / height ratio, also the average mixing rate along

cilibrated . -,pectivcly in vertical (V) and horizontal (H) section the x axis in the vertical section is considerable different with that in
"lcw fields as shown in Fig 3 Fc- a 2-D view field, a fluorescent in- the horizontal section. Obviously, the 3-D effect on the concentra.
tensity field H1(x,y) depends on not only a concentration field c(x,y), tion field in the rectangular jet flows is considerable strong.
but also the local incident intensity field I(x,y) For the further work,the observasion would be down to the

smaller scalar field.
jy -- Ay x + Ax Reference

,(x,y) Q[I - e-y C(x~.s)dxdy ]l(xy) [1] Koochesfahani, M M. (19861JFM vol.17, 83-112

(2] Hanson, R.K. et al [987] Expermcnts in Fluids 5,240-246
when e cAxAy an, axAy<< , f (x,y)-(QAxAy)C(x,y)(x,y) [31 Dahm, W.J.A. [1989) 7th Symp. on Turbulent shear

So normally the solution of the concentration field has to be a result Flows 14-1
of alternative procedure because of the concentration field was (4] R.R. Prasad & K.R Srecnivasan [1990] JFMvol.216, 1-34.

unknown. Forturnatclly, the decay effect could be neglected in cr-
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ABSTILCT The location of the vortex center determined by zero
secondary flow velocity is almost the same at Slot 1, and

'Tle objec-Lves of the present paper are to make clear the then sweeps away from the wing as shown in Fig. 3. The
celanism of horseshoe vortex interaction with two- distance from the plate to the center is longer in the

dimensional turbulent boundary layer, and to clarify the Pressure-side. The mean flow skews by the z-direction
effects of attick angle on leg vortex. Detailed Reynolds- pressure gradient and the vorticity is strong in this
stress measurement- at two cross-section planes close to side. In the Suction-side, the vortex is swept awy, from
the wing nose iii! 4e also helpful to evaluate the three- the wing because of the rapid development of the boundary
dimoenslnal flow predictLon codes wint turbulence models, layer over parallel section of toe ving by tnu strong

adverse pressure gradient. The scale of the vorto x in
larger in both cases compared wi~h zero angle of attack.

Turbulent kinetic energyj q .is shown in Fig. 4. In

This pacer presents the mechanism of development of each case, the data are normalized by the rean velocity at
neo hcrseshee roftex: at a surface-nounted obstacle which the edge of plate boundary layer. The contours of

then interiets with 1'selage boundary layer. SIIABAIA made turbulent kinetic energy show circular shape centered on
elar the diffuoior piocess of the horseshoe vortex, an, the vortex center. The peak level in laiger in the

'KOPI reported the natures of tne vortex. The cohereice Suction-side, because the -an flo is accelerated at the
bet,,cer tie lorseshoe vortex and the curvature at leading nose of the -.ng. It proves that the high turbulence is
edge ' tne wing was presented by :',NDRAN. The key to caused by the vortex motion of the leg vortex. The peak
z.r;ande.n the secondary flows is that the generation level of the energy decays rapidly with relatively minor
of str nf vorte< is a secondary floe of Prandtl's first pertur i.n reining at Slot 2. The Reynolds normal-

4ind hut that subsequent diffusion of tho vortex, and its stress ' and w' take larger level in the Suction-side
intoractio with the turbulent boundary layer, depend on because___Q the large vortex motion. The Reynolds normal-
Reynls-stresses. T'he contribution to the rotation of the stress v' , on the other hand, takes larger level in the
?anoi is-stress tensor appears in the production terms - Pressure-side by tnc strong vertical motion at ths upiash
u'v'd,/de and e'w'dV/uz in the Reynolas-stress -uv' region of the vortex.
trinsport equation by means of velocity gradient Owing to The primary Reynolds-snear stress -u'v' takes large
gsecordary flow dW/dz and dV/dz respectivel. The term negative value as shown in Fig. 5. Te region is centered

-,. dU/dx in the turbulent kinetic energy q' transport in the vortex center and stretched away from the plate and
eqaation represents the effPcts of attack angle of the the wing. The region of negative shear stress is
wing )n the productlon of q- by the streamwise velocity associated with the reversed velocity gradient dU/dy near
gradient d'J/dx. the centerof the vortex. The most iportant production

term in -u'v' transport equation is v' dU/dy. The velocity
!ZPfI: :TS AKD RESULTS gradient dU/dy at the downwash region takes the sane lesel

at both sides of the wing. The Reynolds norral-stress v'/

Dttailee -,,an flow and Reynolds-stress ,easurements shows larger level in the Suction-side by the strong
were conducted within the leg portion of thu horeoshoe vorticity, and thon the -u'v' takes larger value. The
vortex. An idealized wing having half-circular nose-cone vider region of negative btress is observed in the
followed by a long parallel section was used (Fig. 1). The Pressure-side of Slot 2. In this case, strong secondary
ralf-circular 'ooe can provide constant curvature at the flow velocity components st . remans, and tlL velocity
stagnation point even if the wing has an cngle of attack, gradient dU/dy takes negoative or s:nll level over the
The ing was installed as an obstacle in thu- two- wing.
diensional turbuient bounlary layer over the flat plate.
Th- an-le of attach coald change zero to ten degrees with CONCLUSIONS
respect, to the free-strean. Three components of mean flow
velocity and six components of Reynolds-stress were An experimental survey was conducted at ti, leg
rasured using a - ecially designed triple-array hot-wire portion of the horseshoe vortex generated by interacting
probe. The ccn-.er of the three wires are set in a line with the idealized wing, end the wirg was mounted on an

:arallol to the y-ayis(along the span of the wing). The angle of attack. The diffusing processes depend on the
e1robe has prongs with 15 mm long, and the tips are made Reynolds-stresses distribution at the region iftwoen plate
)rom copper-plated small prongs with 50 um in diameter and and wing. The vortex notion of the leg vortex is largely
I mm in length. The sensing length of 1.4 mn gives a influenced by the attack angle. The strong vertical ',otiun
l;nrt tc diaruter ratio of 230. h up ..... ri' affects th 1 ...n " .. E il"

lig. 2 shows the surface static pressure. The in the Suction-side. The precise Reynolds-stress
boundary I .,or is disturbed at the junction of the flat measurements data will contribute to model development an
plate and the ging, and spreads to downstream both in test data.
the Pressure- and the Suction-side of the wing. The
;ressuro gradient at mid-span of the wing presents strong REFI1CES
favorable pressure gradient at the nose followed by
',dverno pressure gradient -. _r the parallel section of the SIMAYAJ,I.11..A. 1979 Ph.D. Thesis. Imperial College.
win,, n the Suction-side The profile looks same but the 1OORE,J. and FORLINI,T.J. 1984 J Engn. Gas Tu-uines and
pres,,sure gradient leiel is remarkablly low in the Power, 106, 668-676.
?ressurc-i'. KUBF3IIDiA,.,L.R. et.al. 1c-6 AI/A J. 24-1, ,,47-1452.
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ABSTRACT S = 1: Turbulence has an ordinary structure because there exists
Effects of multiple extra strain rates on the structure of wall no extra strain rate.

turbulence have been investigated for the flow with lateral S = 1.2: The effects of streamline curvature are dominant, and
divergence and streamline curvature. The turbulence structure divergence is negligible. Consequently, turbulence structure
changed by tie extra strain rates were discussed in relation with becomes highly antisymmetric around the centerline.
the bursting phenomena. The most striking feature of the present S = 2: According to the duct geometry, curvature vanishes, and
turbulent shear flow is the nonlinear interaction between lateral alternatively divergence becomes large. The effective extra strain
divergence and concave curvature. rate for curvature, however, is comparable with that of

divergence. Hence, these two extra strain rates and the basic
INTRODUCTION strain rate strongly interact among them.

The response of shear-layer turbulence to extra strai. rates is S = 3: The effects ot' curvature becomes negligible, and the pure
very important as summarized by Bradshaw (1990). This paper effects of divergence appear.
is the second report of our work dealing with turbulent shear
flows with lateral divergence. While the previous paper (Yoshida urulence -r
et al 1989) described the experiment for the pure effect of lateral - promoter
divergence, the present one focuses on the interaction between p i r,

multiple extra strain rates, i e., lateral divergence and streamline 1  
196

curvature. This is because the authors were stimulated by the ID

study (Smits etal. 1979), which discussed the interaction 716 I 1 ' -
between these two extra strain rates in a turbulent boundary layer c
over an axisynunetnc cylinder-flare body.In the present riaper, an axisymmetnic annular flow with lateraldivergence is investigated This flow system has an advantage

that since both stabilizing and destabilizing curvatures are O ifi r
included, two kinds of tnteraction between divergence and H w
curvature can be simultaneously observed. The effects of such pre Z
extra strain rates on the turbulence structure are examined not - pr-be - S
only from time-averaged quantities but also from conditionally Blower -' E

averaged velocity signals obtained by the Quadrant method (Lu & - ,
Willmarth 1973). j _

APPARATUS AND EXTRA STRAIN RATES (Dimenslons in mm) 1030
The air channel built for the present investigation is shown in Fig.l. Schematic of Fig.2. Flow geometry of

Fig. 1. The flow passes first through an annular entrance section experimental facility the distorting section
(length le 3000 mm, outer diameter do 196 mm, inner diameter d,
116mm, hydraulic diameter dh = do - d, = 80mm), and is fully 4
developed before entering the distorting section. I

Figure2 shows the flow geometry of the distorting section. e40(Lterol divergence)
The centerline between the inner and outer walls is expressed by 3
a sine curve and a straight line. The sine curve (from 0 to n) was
used so that the radius of the curvature changes continuously 2
from the entrance to the distorting section. The reason why a _
circular curve wss avoided in the present work is that such an a
impulse was too strong to fairly interact with divergence. ec (Curvature)

The channel height h vanes inversely proportional to the ec tf
distance from the symmetric axis r, namely, h = h i rl / r = c / r to 0 0 400 0 8

(ri and hi are the channel dimensions at the start of the distorting St ise dostooce x neoo
section). Hence, the cross-sectional area remains constant, and _ _i __ __

the stretching ratio S = r / rI = hI / h increases up to 5 in the 10 -.2 2.0 30 40
streamwise direction. Turbulence measurements by a hot-wire Stretchingrotio S
anemometer were made at the stations of S = 1, ;.2, 2, 3. Fig.3. Streamwise variations of extra strain rates

Figure 3 shows the extra strain rates e calculated from the
channel geometry; subscripts d and c denote divergence and RESULTS
curvature, respectively. To estimate substantial contribution by The following data were obtained for Reynolds number Re =
these extra strain rates, the effective extra strain rate eeffia Umdh / v = 50000, where Um is the bulk-mean velocity. The
calculated by the lag equation (Smits et al 1979), and the results coordinate origin is taken on the centerline at the start of the
are plotted also in Fig.3. distorting section; x is distance measured along the curved

As demonstrated in the previous paper (Yoshida et al. 1989), centerline, and y is measured along straight lines normal to the
lateral divergence destabilizes turbulence. On the other hand, centerline and toward the center of curvature. Hence, y / h = - 0.5
streamline curvature exerts destabilizing effects along concave is on the inner concave wall, while y / h = 0.5 is on the outer
walls, but it exerts stabilizing effects along convex walls. As a convex wall. U and V are the components of mean velocity in the
result, influences by these extra strain rates on turbulence are x and y directions, and u and v the corresponding fluctuating
summarized as follows: components.

[ i-1I9-I
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Time-Aveaed - ,undu Figures 4-7 show the streamwise conditionally averaged signals also show marked reduction both
variations of nieai vdocity, turbulent intensities, Reynolds in ejection (Fig.9b) and in sweep (Fig. 10b).
stress, turbulent k, wtic energy, respectively. S--3 At this station, all the turbulent intensities and Reynolds
Contributions to R,ytolds itress from Different Events Figure 8 stress increases owing to lateral divergence, as reported by the
shows the contri!tudonq o" each quadrant to Reynolds stress, previous paper (Yoshida et al. 1989). The conditionally averaged
Here, it should be noted that unlike the expression by Brodkey et signals, however, are not so different from those without extra
al. (1974) we display the resuss using absolute values for each strain rates (S=I).
qradrant.
Conditionally Averaged Ylocity Signals Figures 9 and 10 show REFERENCES
the conditionally averaged uv signal obtained by the Quadrant BRADSHAW, P. 1990 Effects of extra rates of strain -Review. In Near-Wall
method. Figures 9a and 10a are the results at y / h = 0.35 (outer Turbulence (eds. SJ.Kline & N.H. Afgan, Hemisphere Publ. Corp.) 106.
convex side), while figures 9b and 10b are those at y / h = -0.35 BRODKEY, R.S., WALLACE, J.M. & ECKELMANN. H. 1974 Some
(inner concave side). Each signal is normalized using the properties of truncated turbulence signals in bounded shear flows. J.Fluid
maximum value. Mech 63, 209.

KOBAYASHI, M., MAEKAWA, H., TAKANO, T., UCHIYAMA, N.,
DISCUSSION KUBOTA, M. & KOBAYASHI, Y. 1989 Two-dimensional turbulent

flow in a curved channel. JSME Int J, 32, 324.
S I Although in the foregoing chapter we mention that LU. S.S. & WILLMARTH, W.W. 1973 Measurements of the structure of
turbulence is ordinary at this station, somewhat antisymmetric the Reynolds stress in a turbulent boundary layer. J.Fluld Mech. 60,481.
nature is observed (especially in Fig.8a). This antisymmetry is SMITS, AJ., EATON, J.A. & BRADSHAW, P. 1979 The response of a
considered to be ascribed to the anomaly associated with a turbulent boundary layer to lateral divergence. J.Fluid Mech. 94, 243.
turbulent flow in annuli. We now use these data as the base state YOSHIDA, H., FURUYA, T. & ECHIGO. R. 1989 The effect of lateral
to assess the effects by extra strain rates. divergence on the structure of a turbulent channel flow and its heat
S =1.2 At the inner concave side turbulence is markedly transier. Turbulent Shear Flows 6 (Springer-Verlag) 269.
amplified, while it is attenuated at the outer convex side. These
tendencies agree well with those reported on a curved channel
(Kobayashi et al. 1989). Corresponding to this turbulence
behavior, the con-tributions of 2 and 4 quadrants drastically 1o0 , .... . . 0%.... ........
changes as shown in Fig.8b. The conditionally averaged signal V t(,)2 o(w,), (w- 's 0(w,),
for ejection at the concave side (Fig.9b) becomes broad, while & (W)3 () () o()
that for sweep at the convex side (Fig. lOa) becomes narrow.
S=._2 Compared with the profile at S = 1.2, the streamwise .-
turbulent intensity Urms further increases at the inner concave 50- 50% -
side, and recovers at the outer convex side. At the inner concave
side, however, the normal component Vrras slightly decreases,
and much more remarkable decrease is seen in the Reynolds
stress profile. This fact is very surprising because both
divergence and curvature are expected to amplify turbulence; the 0%. 5
measured results demonstrate that a simple summation of their -0.5 0 b S 1.20 W 0.5

separate effects is not valid even qualitatively. (Since the results a S = 1 b S

reported on the similar flow system (Smits et al. 1979) do not 100% 1 00% 1 q
show such tendencies, we first doubted our experiment. The V(,,0 o(,,), V(,)2 0(;",

repeated measurements for two stations which are apart in the a(- 0(-)4 ,(,)3 0 (w),

circumferential direction, however, showed good reproduci- 8 .
bility.) Whereas the mechanism of this nonlinearity is not clear at 50% - 450x
the present stage, relatively small contribution of the 4 quadrant
shown in Fig.8c corresponds to decrease in Reynolds stress; the ,

004 . . . .. o0. . ..L. . . 0 . .

-10 -05 0 05 -05 0 0.5
S0 - cS=2 y/h dS=3 y/h000 A -S-20.

o02 S-2 0 - Fig.8 a-d. Contributions of each quadrant to Reynolds Stress
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ABSTRACT u uk [ aU, U 1
k [uUkx U/U x,J J

A series of cxperiment (Ref. 1-4) revealed that the tur-r

bulenice behaviour in a pressure-driven 3D boundary layer + r[ A 2(u lu kf k + U/Uk k)
may differ considerably from what one would imagine with ____0

the available knowledge about 2D turbulent boundary + 3a,,IaW,(u, +u -U111)
layers. Departure of the turbulence behaviour in 3D bound-
ary layers form that m 2D boundary layers is attributable to where f)k is the vorticity tensor, A2 is the second
the effects of longitudinal vorticity on the turbulence struc- invariant of the stress-anisotropy tensor, and r is a freely
ture in 3D boundary layers (Ref,5). A survey of experimental assignable parameter. Computational results show that the
data uncovered that, for a boundary layer which is initially velocity fluctuation normal to the wall aud the magnitude of
2D and is driven into 3-dimensionality by a lateral pressure the shear stress are sensitive to the value of r. In the present
gradient, the effects of growth of longitudinal mean vorticity case, we assume r to be a linear function of the tangent of
can be summed up as follows. (I) to increase the dissipation streamline-skewing angle, i.e.
rate of turbulence energy; (2) to suppress the turbulent fluc-
tuations normal to the wall, hence to reduce the shear-stress r = Cl + C' 2tan(q, - (p,)
magnitude and the turbulent diffusion of various quantities;
(3) to increase the streamwise fluctuations keeping the level where q is the angle of direction of the velocity in boundary
of crosswise fluctuation almost unchanged, hence to cause layer, (p, is that at the outer edge of the boundary layer,
the momentum transport normal to the wall to be and C,,C, 2 are constants.
anisotropic.

2. A new source term which represents the increase in
The basic second-moment closure (with IP model for dissipation rate of turbulence energy du,- to vortex stretching

the rapid part of the pressure-strain correlation) is not is added into the dissipation equation. This term is supposed
available for modelling the above mentioned effects in 3D to be simply proportional to (5 • V)V, the rate of increase
boundary layers. It may predict neither the lag of the in mean vorticity oue to vortex stretching. Thus, the follow-
shear-stress direction behind the velocity-gradient direction ing modified form of dissipation equation is suggested:
nor the reduction of the shear-stress magnitude.

DeCa-L k at I+1C' Ep-C L
Refinements of the basic closure are introduced mainly Dt 'aXI L k I ax,] 2 "k kk 2 k

in two aspects: + C, [(fi - ) k

1. A rationally-developed model originally proposed by where C& is a positive constant to be determined. Obvious-
Fu et al (Ref.6) is adopted for the rapid part of the ly, the last term on the right of the equation leads to a great-
pressure-strain correlation. This model contains the er dissipation rate when the boundary layer is becoming
quadratic and cubic terms of the Reynolds stress and the lat- more 3D.
ter explicitly represents the effect of 3D vorticity field on the
Reynolds-stress transport. The resultant expression is Bradshaw and Pontikos'experiment (Ref.3) with a sim-writtensexermnt( as)wthasie
written as ulated infinite swept wing was taken as the test case for the

refined second-moment closure. The optimized values of
- [ , jP ] + 0"3c,,(kk newly-introduced constants are(P'J2 -_0.6[pil-3 r

-0.2 UkUIkUIU, [.aUt+ 1U'1 C,l =0.06, C, 2 =2.5, Cd =0.18
k a x axk J

Other constants involved remain as those in the basic
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second-moment closure. Predictions of the profiles of REFERENCES
mean-velocity components, Reynolds-stress components,
turbulence energy and its dissipation rate using the refined 1. Johnston, J. P., 1976, Experimental studies in three-
second-moment closure and the basic second-moment dimensional turbulent boundary layers. Rep. MD-34.
closure are compared with the measurements as shown in Thermosciences Div., Stanford University.
Fig.l (at the 4th measurement station of Ref.3 for example), 2. Van den Berg, B., 1982, Some notes on three-
where U, W and u, w are components of the mean velocity dimensional turbulent boundary layer data and turbu-
and the velocity fluctuation normal and parallel to the lead- lence modelling. Proc. IUTAM Symp. on Three-
ing edge of the swept wing respectively, Q, is the magnitude Dimensional Turbulent Boundary Layers, 1-18.
of mean velocity at the outer edge of the boundary layer, y 3. Bradshaw, P. & Pontikos, N.S., 1985, Measurements in
and v are the coordinate and the velocity fluctuation normal the turbulent boundary layer on an 'infinite' swept wing.
to the wing surface. Other symbols in Fig.1 are the same as J. fluid Mech. 159, 105-130.
those in Ref.3. It is obvious that the prediction of the basic 4. Anderson, S.D. & Eaton, J.K., 1989, Reynolds stress de-
second-moment closure greatly overestimates the magnitude velopment in pressure-driven three-dimensional turbu.
of every component of the Reynolds-stress tensor, whereas lent boundary layers. J. Fluid Mech. 202, 263-294.
the corresponding prediction of the refined second-moment 5. Bradshaw, P., 1987, Turbulent Secondary Flows. Ann.
closure is quite agreeable with the measuredment data. The Rev. Fluid Mech. 19, 53-74.
refined second-moment closure may also qualitatively pre. 6. Fu, S., Launder, B.E. & Tselepidalds, D.P., 1987,
dict the lag of the shear-tress direction behind the Accommodating the effects of high strain rates in model-
velocity- gradient direction. ling the pressure-strain correlation Rep. TFD / 87 /5,

Dept. Mech. Eng., University of Manchester.
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ABSTRACT LES MODEL

The LES model used in this study was
A numerical study of Rayleigh-Benard described by Nieuwstadt and Brost (1986), which

convection with large eddy simulation ispreened.Th gadinttrnsfr yptheisis was meant for the study of the decay of the
presented. The gradient transfer hypothesis is convective turbulence in the atmosphere. The model
beentperformed eusinga 4 grid foria 145 cm x e is modified for the laboratory situation that iscmen pe20cmed cutinal grid or S5m of te presently under study. In this model the subgridcm x 20 cm computational grid box Some of the terms are parameterized by gradient transfer
results are presented in this summary. A hypothesis. For example, the deviatoric subgrid
comparison with the experimental data of Adrian Reynolds-,;tress T is given as
et. al. (1986) shows good agreement. Some of the
features of the higher moments are discussed. The r u u
wall function for tomperature boundary condition T = K a- + -J (11
j5 eyamined J ax ax

where the tilde denotes the resolvable scale

INTRODUCTION field. The exchange coefficient K is expressed as

The type of turbtient convection that arises K = c E
1 2 

1 (2)

by heating a fluid layer from below is called where E Is the subgrid kinetic energy, for which
Rayleigh-Benard convection. The warm fluid from were a ithsbionkietin, for hihwe solve an additional equation, and 1 is the
the bottom will then raise and is replaced by mixing length, which is related to the grid-size
cooler fluid drawn from the top. This pattern of
hot updrafts and cool downdrafts is referred to as
coherent structures in atmospheric convection. I = (AX Ay Az) 0)
Much knowledge about the structure of turbulence
has been gained by large eddy simulation of such The constant c is Inte-preted is proportional to
coherent structures in the atmosphere the ratio of the filter width to the grid-size. In

the present study its value is 0 12.

Large eddy simulation (LES) is an important
computational tool in the study of turbulen fluid The calculation domain is a rectangular box.
flow. It has been particularly successful in The horizontal dimensions are 145 cm x 150 cm, and
understanding the structure of the turbulence in the vertical 20 cm. The number of grid points
the atmospheric convective boundary layer because placed in each direction is 40. For all
the atmospheric turbulence comprises of large fluctuating variables the horizontal boundary
scale eddies in the form of thermals. Its condition, are prescribed to be periodic. At the
application to laboratory models and turbulent top vertical velocity and gradients of horizontal
flow in devices is lagging far behind because velocity components, and temperature are zero.
wall-bounded turbulent flows pose their own These satisfy adiabatic boundary conditions at the
computational problems distinct from the top.
atmospheric convection. In LES, turbulent eddies
larger than the grid-size are explicitly resolved
by solving the time-dependent three-dimensional WALL FUNCTION FOR TEMPERATURE BOUNDARY CONDITION
Navier-Stokes equations However, eddies of a size AT THE BOTTOM
smaller than the numerical grid cell have to be
modelled These are called the subgrid scales of For prescribing temperature boundary
the motion and we must filter them to solve for condition on the bottom side, we need a
the larger eddies. This spatial filtering leaves wall-function that gives a functional relation
additional terms in the equations, which are between the wall heat flux and the mean
parameterized. Nieuwstadt (1990) presents a review temperature drop across the heated layer in the
of the LES method and the possibilities of its vertical direction. The horizontally averaged mean
applications temperature drops sharply with height near the

wall, and it is not possible to resolve it
numerically. In fact, most of this temperilure

In the present study, we are concerned with drop takes place within the first numerical .i id
the LES of turbulent buoyant convection in the cef, We have faced several difficulti ,

laboratory situations. The major difficulty in finding proper wall functions.The thermal
this problem is that we need a wall-function to structure of the convective layer is quite complex
determine the temperature drop across the first and multiple layer theories have been proposed,
grid cell adjacent to the wall in terms of the with each layer exhibiting its own thermal
heat flux at the wal. Most of the mean ciaracteristics. Adrian et al. (1986) discussed
temperature variation normal to the horizontal the models.
heated wall takes place within the first grid
cell, hence the need for a proper wall-function.

!1I-1I-1



00 25 50 75 500
A matching analysis of a two layer model has 0 0 10- .,....10 .0

been performed to obtain a wall-function. In this
analysis the inner layer is assumed to be
dominated by conduction and the outer layer by 015 . 075

convection. The following functional forms of the
temperature profile in the overlaying region have
been obtained after matching of the two layers "05 00.5

TT -/3
2m_ = _ C + C (4) o 20

T1 - '1 0 z /

C C 5 0 2 5 5.o 7 5 1o

In the above formulation, the subscripts o and S
refer to conduction and convection scales Fig. I Root mean square horizontally averaged
respectively as given in Adrian et. al. (1986). T temperature at various time-levels

is the mean surface temperature. Extensive 0 5 0 75 0

comparison is made with the available experimental
data to obtain the values of C and C . The values

suggested are C z 1.0 and C - 0 (10.0). C 0 75 075

appears in the calculation of Nu as follows.

Nu = [ 4/3 Ra /
3 Pr1/

3  
(6) 0 5 .5

[C0- C (Ra Nu Pr) 1/12

We have calculated Nu from Eq (6) and found that
the calculated values agree well with the measured L2 9 t
values. Table 1 presents a comparison. Since Eq 00 0 0
(6) is an implicit expression for Nu, Iterative 00 0I .5 1 0 51.0

procedures have to be employed for calculating Nu

In any case, the immediate utility of Eq (6) is in Fig. 2 Time evolution of the vertical velocity
checking the validity of the model constants C and skewness
C N . Nu is not sensitive to the value of C as can In Fig I we present tiie vertlca protiiLe of

be seen from table 1, but its dependence on the RgdS temperature at various time iuvels. A
value of C is rather pronounced. We are carrying comparison with the experimental data of Adrian

N et. al. shows good agreement Near the lower
out further calculations to fix the value of C boundary the RNS temperature starts at the RMS

that matches the experimental data. value of the plate,, which is zero in this case,
and reaches a maximum, before beginning to

In the LES, most of the mean temperature drop decrease. The decrease can be fitted into a power

above the surface takes place within the first law variation. This behavior is similar to the one
grid-cell. Hence we need the above empirical law observed by D~ardorff and Willis (1967). Above
to prescribe the drop in the temperature across 0.5z. the power law variation is no longer valid
the grid-cell, as also the temperature on the since the profile becomes linear.
surface in relation to the heat flux. The
Pe'i'it ins 4 and 5 together provide this As a final point of interest in this summary,
:f', 0f tion we present the evolution of skewness of vertical

velocity in Fig. 2 There Is considerable
Table 1 disLrepancy between the ,casuroments in the

Pr = 6 0 laboratory and the conputations of this higi.er
moment. There is also wide disagreement among

Ra Nu Nu C C different measurements and various computations.
Moeng and Rotunno (1990) recently discussed these

Expt. Present features.

1.5 x 107 19.43 21.15 0.75 10.0
21.28 1.0 10.0 REFERENCES
18.7 1.0 11.0

1 18 x 108 38.64 37.03 1.0 11.0 Adrian, R.J., Ferreira, R.T.D S. & Boberg, T. 1986
9.49 x 10 77.42 78 73 1.0 10.5 Turbulent thermal convection in wide horizontal

_ fluid layers. Experiments in Fluids 4, 121-141.

NUMERICAL RESULTS
Deardorff, J.W. A Willis, G.E. 1967 Investigation

Computations have been performed for the of turbulent thermal convection between horizontal
following set of conditions: plates. J. Fluid Mech. 28(4), 675-704.
Qn = 0.0153 cm/sec, w* = 0.45 cm/sec, z. = 20 cm,
e= 0.034 'C. Moeng. C.-H. & Rotunno, R. 1990 Vert ical-veloc Ity

004skewness in the boundary layer. J. Atmospheric

Here Qo is the kinematic heat flux at the surface, Sol.

w. is the convective velocity, z. is the distance Nieuwstadt, F.T.M. 1990, Direct and large eddy

between the two horizontal surfaces and e. Is the simulation of free convection. Proc. IX
International Heat Transfer Conference -

temperature scale given by Qo/w 9 . From the Jerusalem, Hemisphere, Washington,D.C.
convective velocity w., and the length z,, we Nieuwstadt, F.T.M. & Brost, R.A. 1986 The decay of
obtain a time scale to given by z./w. convective turbulence. J. Atmospheric Sci. 43,

532-546.
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ABSTRACT exactly with the use of Chorin's (1968) projection method
and a fast elliptic solver. A fast Fourier transformation in

Results of one of , seies of numerical simulations of the spanwise direction reduces the 3-D problem to a set
the turbulc:.t flow over ;. ,eaiward-facig step aie presented of decoupled, 2-D Helmholtz problems which are solved in
and discussed. The large eddy simulation technique is used parallel employing the cyclic reduction technique Further
to simulate the statistici lly-stationary, fully-tuibulent, sep details of the numerical procedure as well as a complete
iating and ieattaching dow. Statistical quantities are coin discussioi of the boundary conditions is given in Friedrich
paled with the results of experimental investigations of the and Arnal (1990).
same flow at similar Reynolds numbers.

In the piesent contribution the instantaneous flow field RESULTS
piedictions are compared with the mean flow field to il-
listrate the laige fluctuations occurring in the separating Because of space limitations, only a few examples taken
sheal layei. from the extensive data set of the rearward-facing step flow

is presented. The computational domain consists of an Inlet
NOMENCLATURE channel upstream of the ste) and an expansion chamber

downstream. The Reynolds number, based on the step-
h chalacteli.tic length, step height height h and the maxinmum inlet velocity Uo, is Reo = 1.55x
L coiputational donmain length, L = 24/i 10.
Reo global Reynolds No , Rt 0 = Uoh/ii In Figures 1 and 2 a comparison is given of our simu-
TO characteiistic tine, To = L/Uo lations with experimental studies at similar Reynolds num-
U0 upstrean channel centerline velocity bers from Tropea (1982) and Durst and Schmitt (1985).
U. V,, III velocities in the x, y, z directions Two streamwise locations downstream of the step are shown

d dhmeiiionless reattachment length for the mean btreamwise velocity and Reynolds stress pro-
X, b treaiwise, tangential, and vertical files. The predicted mean reattachment length of XR = 8.6

coordinate directions. compares well with the exl)erimental values of XR = 8.6
(Tropea) and .CR = 8.5 (Durst & Schmitt), where the dis-

INTRODUCTION tance is meantLred from tile step location. In general, the
The fully-turbulent flow over a backward-facing step mean velocity profiles show good agreement at all stream-

has been the subject of many experimental investigations wise positions in the flow. The Reynolds-stress profiles
becauseof its simple geoiietry and a well-defined separatioii show regi,s of larger disagreement however, the uncer-
point. It has also served as a benchmark test-case for the tainty i', the mne,surements is also remarkable. We note
turbulence modellhng and siulation coniniun ties, that tl,e location of the predicted maximum stress is further

In the present study we apply the large-eddy simnula- from the reattachment wall than experimentally observed
tioni (LES) technique to predict the developing turbulent and that the decrease in the stress levels downstream of
flow. In this technique the large, energy-rich structures reattachment occurs more slowly than in the measurements.
are directly simulated while the smallest, dissipati ve scales In Figure 3 the mean streamwise and cross-stream ye-
are modelled Siice the tinie-dependent, three-dimensisonal locities are compared with instantaneous profiles of the two
flow field is simulated, instantaneous distributiois of tile velocity components. In the figure the mean reattachment
resolvable flow quantities can be obtained. In addition, sta- length is at .r/h = 12.6. In this region we note the large
tistical distribut, us of the mean velocity field and higher- fluctuations in the instantaneous profiles, particularly in
order correlations may be computed. the cross-stream velocity component. The region of large

departures from the mean corresponds roughly with the lo-
MATHEMATICAL MODEL cation of the shear layer.

In Figure 4 the instantaneous, fluctuating velocity vec-
Tile governing equations are derived by applying a spa- tor field downstream of the step is compared with tile fluc-

tial, lowpass-filter to tie Navier-Stokes equations for an tuating pressure field. A comparison of the figures shows
icomliessible, constant-viscosity fluid. Among the vari- that the instantaneous low-pressure points are the locations
ous filter methods in use, we employ Schumann's (1975) of large vortices in the shear layer. As the vortices move
'volune balance procedure." In this case filtering is ac- downstream of the step they become more inten. (stronger

complished by integration of the governing equations over a negative values of pressure) and interact with one another
(ontrol volume of ami equidistant, Cartesian, staggered grid. and with the reattachment wall. The turbulent production
Thi leads to a set of urdinaiy diffeenLiai equations in time of these large, energy-beaing structures in tile shear layer
describing the resolvable (grid-scale, GS) flow quantities. far exceeds the production which occurs in the wall regions.
In the present study a subgrid-scale (SGS) model of the This leads to a maximum in the turbulence energy iii the
Schumann-type (1975) is adopted to close the equations. region of the shear layer which decays slowly downstream
This two-part eddy-viscosity model relates the SGS-stres3 of the reattachment region.
to the fluctuating and statistically-averaged portions of the
filtered deformation tensor. Details of the complete model CONCLUSIONS
are given in Friedrich (1988). The present study has focussed on the simulation of
NUMERICAL PROCEDURE the fully-turbulent flow over a backward-facing step. Com-

parisons of the mean flow results with experimental studies
The momentum equations are integrated in time using show good agreement. Improvements are still possible with

the second-order leapfrog scheme with an initial Euler-step new SGS models and higher numerical resolution. Of par-
to start the simulations. The pressure field is computed ticular value is the availability of the instantaneous veloc-
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ity and pressure fields for inproved understanding of the FRIEDRICH, R. & ARNAL, M. 1990 Analysing turbu-
physics of separating and1 reattaching flows, lent backward-facing step flow with the lowpass-filtered
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ABSTRACT field is characterized by only eddy Prandtl number

This paper presents some results of wider prog- wihms ekonapir.Tedsrpino

ramme of worl, to obtain an understanding of turbu- turbulent heat flux uses gradient approximati~on.

lent shear rlows under strong buoyancy effects and The second model is four-parameter one of 'eddy

to develop mathematical techniques for their predic- diffusivity' type. The turbulent energy E, tempera-

tion. The purpose of this paper is to comare signi- ture variance e and their dissipation rates b2 and -.

ficance of different approximations cf turbulent are determined by differential equations.This allows

heat flux and various descriptions of turbulent tern- to obtain the expressions for turbulent viscosity v t
,and turbulent thermal diffusivity t neednperature field.L.Inendnt
description of turbulent temperature field and esti-

TURBULENCE M'ODELS mation of eddy Prandti number became possible.

Turoulent shear flows under strong buoyancy ef-Th thr moe isfr-amtrdieena-

fects are common in both environmental sciences z,.d -algebraic one with non-gradient approximations of

irdustrial engineering but a general understanding uru1enhalfIxI-tn isisptc ae

of their chysics and adecuate modelling are still F -'(-

far from complete. d

The :rrrncrpai turbulence models in use were de- -Z I n nnn 7 n I I..e n

xeloped for high Reynolds number forced convective

fl o w s In . ehscs h two-parameter .- r model Q, ttE a c9D'eI+gI?

exhibited a suirprising degree nf prediclive ability. -~IS n lX

F ,Inn urtcu i At buoyancy d riv en flIows how ev er the sit- 0ZU( Z r 2 nk'., r e, 5k ,, n

,,,'ion is quite different. The main difficul ties are D /D -6, 13 =b IR/E - /3)

due ton the influence of buoyancy forces strongly Here F.- Reynocs stresses, L - cipation late

nhang ing the flow behavior a nd the heat transfer of-n. - cL ensri at, n M-Vle
characreristics. Furthermore, differen, tvoes of of 41ad1 nte5aIIg-gaittoa ceea
flows with various interac:tions between furbuient

tion, y-unit vertical vector, tin - unit normal vec-
fields5 exist sinuitanerusly. in particuliar, in a en- for of solid wall, (4 -volumetric expansion coeffici-
ciosed rectangular cavi'/ there are the narrow boun- en.Teifuceowalsdsrbdbyuctn

darl layers nownr the vvrtical walls anc uinder (over)

the horizontal plate5, large stagnant core in. the Tio exp 4-5- f < ut',YT dx
middle of cavity, regions w.th stable, neutral and X

unstabe stratification. This fact recuires univer- 6-boundary layer thickness,, s - normal coordinate.

sality and high predictive ability of physical and Source terms in the heat dissipation equation are:

commutational models, but also simpl icini and zvv 2 -c i'

bility for practical compuitations with the present 7, Tl.c 1- k ci~)B2 I~

generation of computers. For the attainment of our e- al C, C 1, ., 1 ~ n , i, Ti21 -empirical constants,,

purpose we analyzed in detail two problems of dlo- AllI the models are derived by the reduction me-

sure technique: description of turbulent temperature thod from a full second-order mode, which includes

field a nd approximation of turbulent heat flIux, the transport equations for second single-point mo-

Three different models were used. ments of velocity and temperature fluctuations and

Tn's first model is modified two-pagimeter low- their gradients: the Reynolds-stress tensor, turbu-

-Reynolds-number I~model. Turbulent temperature lent heat flux, temperature variance for fluids and



~ liii __ ~~e -2I r

2-Pr-7O

05 -7Yfl!T 0.5

Fig. 1. Fig. 2.

surrounding sol id and relative dissipation functions The turbulence intensity is sufficient everywhere in

In this model 1 11 the finite thermal conductivity of the layer,, despite a stable stratification. Inr all

the surrounding walls and the influence of the lat- problems yielded temperature gradients in the flow

ter on piessure fluctuations are taken into account. core regions are small and lie close to experimental

The tenso)r apoxioation method is the basis of rlo- data. For the horizontal layer heated from below, the

s'lre procedire. Soime closure coafficients airc deter- orofile in the third model simulation have an ex-

mined from tine best comparison of -ompujtational 3nr pressed maxima,and L profile - minima near 'hie ~
exnerimen~al data for homogeneous turbulence. Maxima of E. wich was observee in exneriments at the

moderate Rayleigh number values, was obt.Aired inr a

CA:CLAT:N REPLT ~two-drmensronai simulation for all the models used.

Tne different turbulent naztural convecti.'- Evaluationis of turbulent Frandtl number for the

flcows irn plane hcriiorta; anc etn layers and second and third models show in good accordance with

enclosur es %.ere inv.estrgatvd by r.Jme,i-: ethc-is. existing eacerimental data that its value is non-

Eaaios of stationary and ncn-staticvar/ flows constant, but deuends significantly on flow type,

were made ('23. 7he inmerical evperimvrta enabled us coundary conditions, value of similarity criteria,

to test ciffcevnt c; suref. and svace coordinates. For e'ample, on Fig.2 the

7he rcsults of numrerical sru.atrcn, Indicate turbulent Frandtl number smace distrioutrons, caicu-

that a 1tine nydols redirt correc'lv th c-alI ,t a- latec b third model, w ith ,prcai maxima in near-

tie features of the natura convectionf icws. How- -wall region are presented 1,2 - horizontal layer

e,,er t -,e f ir:st mo d El ov Er c;ed i cts ti e val es 'or th e heated from below, Pr=0.7.7; 3 -vertical slot heated

n ea t t r ar sf er and for the rate if i ts grcwtt with friom aside; 4,6 - advective flow between ideal ly

the incr ease of the Grashof number (Fig.: hor,-con- thernocorductive and insulated boundaries).

tal 'aver heated from beiow) , wnEreav tnc other cha- The most reasonable a,,-roach to problem of ade-

racterist_:s are in good accord iitlf, cnl!y if the qurate prediction of turbulent shear f Ic .s under

,9!,,e o U Frandti nunzer, .-: , r* 15 the zanre strong buoyancy effects at the corient time seems to

as 1'5 mean valve in rea fy4. he rn'e,-.dent tujr- be the use of few-parameter differentia;-lgebraic

slent temperature field descriotion in secono. model! low-Reynolds /Feclet-number models.

Froduces the opee results. Furthermore tine gra-in-

ent approximation of furojilent heat flujx l eads to REFERENCES

strong increase of mean Pmoersture gradient In the

-) "re wh il:e in csse of stable 3trs'.fwr-ation - to FAINSURG, G.Z. 1976 Towards natural convection tur-

wes)kening and eden t:) tc'al damping of rirlbulenre. bulence equations of incompressible fluid /1 Hvd-

Considerably better rsl are yielded by third rodynamics (PGPI Scientific Report N 15:), Ferm.

m od Pi wth non-gradient approsimatin)n of turbulent 100-112 tin Russian).

heat flux and its dissipation rate. Onlv 'his model BAYANDIN, D.V, FAINBURG, G.2. & WERTGE!M, 1. . 1938

alIlows to describe the effect 'negative' turbulent Mathematical modelling of turbulent naturA] on-

thermal conductivity existing in horizontal layers section. Preprint fN 83)881, verdlovsk. 62 p. (in

under horizontal temperature gradient. This makes Russian). Translation submitted for Heat Transfer

possible to predict advective flIows in fluid layer - Soviet Research tin the press).

between adiabatic horizontal solid boundaries (31. SAYANDIN,, D.V. 1988 Modelling of turbulent advective

Reg ions with heat transfer toward the temperature flows in fluid horizontal layers ?/ High Tompera-

growing direction are olealy seen near the walls. ture Thermophysics, USSR Acad.Sci. 25, 1128-1134.
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ABSTRACT MODEL DESCRIPTION

A large eddy model used for studying the dry convective The model we use is based on the large eddy model of
boundary layer, has been extended with an equation for the Nieuwstadt and Brost (1986), who simulated the dry
specific humidity and a condensation scheme, to simulate the convective boundary layer. In our model the liquid water
moist convective boundary layer A simulation has been madebase onthe bsevatons athred earPueto Rco n ~potential temperature 01 is used as a conservative variable inb ased o n th e o b serv a tio n s g a th ered near P u erto R ico o n 15 t e t e m d n m c l e u t o .B c u e o h o l u o eDecember 1972. Starting from a clear air situation the model the thermodynamical equation. Because of the low cloud cover
Demer 1972.to tartingrom a clearair situation wtth smd e l it does not seem necessary to use a detailed computation of the
evolves to a situation with small cumulus clouds. Verticalthermodynamical
profiles of vanances and fluxes show satisfactorily agreement

with the expenmental data equation. Instead we fixed the radiational cooling to a
c,-nstant, which was chosen such that the radiational cooling

INTRODUCTION balnces the vertical flux of potential temperature. This means
that the surface heat flux will remain constant and a stationary
situation will be reached

In buoyant updrafts of the convective atmospheric

boundary layer (ABL) the temperature decreases with height 20002000

Provided that there is enough water vapor this leads to
condensation and the formation of clouds The latent heat that Z(m)

is released during this f.rmation enhances the buoyancy of the 1500

updrafts and thus the production of turbulence. So, turbulence
generation and cloud formation are strongly coupled.

Furthermore, due to the enhanced buoyancy clouds are 1000

able to penetrate into the stable layer capping the ABL. This
causes mixing over greater depth than would be possible in a
situation without clouds. Soo

It is the purpose of this study to investigate the influence of

non-precipitating cumulus clouds on the turbulence structure.
0
0005 0010 0015 0020 0025

q (kglkg)
Fig 2 The honzontally averaged profiles of the total water

specific humidity at t=0h (full line) and t=3h (dash-dotted)
,>m,, <compared with the observed values (circles). The dotted linc is

the horizontally averaged profile of the saturation specific

1humidity at

" The model has been extended with an equation for the

specific humidity (with the total water q, = qv + ql as
conservative variable, where qv 's the specific humidity for

-- " - -o* ' vapor and qj is the liquid water specific humidity). 7

10 1 s 20 25 30 3s The condensation scheme we use is the one described by
time virs) Sommeria and Deardorff (1977), in which it is assumed that a

Fig. I The temporal evolution of the maximum value of the grid volume contains no liquid water until the total water
horizontally averaged cloud water <qj>max (full tine) and the specific humidity exceeds the saturation value q. This means

total amount of cloud water averaged over the whole domain that a grid volume is either entirely spvirated or entirely
<<qp > (dashed line). unsaturated.
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In the model there are 40 grid points in each direction; a
grid volume has horizontal dimensions of 125 m by 125 m and 0-1

a vertical dimension of 50 m.

The initial conditions are chosen such as to reproduce the Z(m) soo
observed conditions during th, NCAR 1972 Puerto Rico

experiment. The observations shown here are from the data

gathered in the suppressed regions on 15 December [Case II in 1000

LeMone and Pennell (1976)1.

RESULTS S00

Initially there are no clouds in the model They appear
after about I hour of model time and are cunlitorm. The 0 1

temporal evolution of the total amount of cloud water averaged wq, (m/s)

over the whole domain <<ql>>, and the maximum va I e of the

horizontally averaged cloud water <ql>max is shown ii Fig. Fig. 4 Profiles of the horizontally averaged total water flux at =

1. After an inially mc, ease in cloud water content <ql>max 2h30m (full line) and t = 3h00n (dotted line)

becomes more or less cot stant after 1 1/2 hours. The cloud compared with the observed water vapor flux (circles).

cover is 10 - 15 %. Abot half an hour later there is a small
minimum A second a, larger minimum occurs after another

half hour period of more or less constant <ql>max Periods

with fewer cloud activity after periods with larger cloud CONCLUDING REMARKS
activity might be explained by enhanced buoyancy due to the

release of latent heat. This will cause more turbulence and The agreement between the profiles produced by the
moie mixing of cloud air with unsaturated air. model and the observations are generally satisfactory.

The lowest level where clouds form is at 550 m. Some Differences between observations and model output can
clouds are able to penetrate into the stable layer which explains probably be explaited by large scale influences in the
the increase in total water specific humidity above 1100 1. observations, that are not taken into account in the model.
(Fig. 2) The decrease in potential temperature in this stable Clouds produced by the model are rather similar to those
layer might be explained by evaporation of these clouds observed.

The virtual potential temperature flux is shown in Fig. 3

for t = 2 h30 m and t = 3 h00 m It decreas.s linearly %kith height ACKNOWLEDGEMENT
from surface up to cloud base, where it reaches a negative
value of about 10 % of the surface flux. This :s close to the The authors like to thank Dr. M.A LeMone for providing

7 % found from the observations The heat flux in the mixed the data of the Puerto Rico experiment We thank F.T.M
layer does not vary with cloud activity This is in contrast with Nieuwstadt, J. Eggels and M. Pourquie for discussions and
the vertical flux of total water (Fig 4), which varies in the structuring the original code of the model. The firt author
mixed layer as well as in the cloud layer acknowledges financial support by the Netherlands

organisatio for scientific research (NWO) under contract
# 752-365-031.
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TWO-PARAMETER TURBULENCE CLOSURE
SCHEMES IN THE SLOPES WIND MODELING

E.E.Fedorovich and A.E.Kirimov

Voeikov Main Geophysical Observatory
Karbyshev str.,7 194018 Leningrad USSR

ABSTRACT We consider thc atmospheric flow over long, slanting
(I tga I not more than 0.01-0.02) slope facing up the flow (fac-

The set of two numerical models of the atmospheric ing down the flow) and infinite in the direction, r.ormal to the
planetary boundary layer flow over the slanting slopes is pre- flow. It is assumed, that flow disturbances, stipulated by its
sented. Models are basing on the alternative two-parameter interaction with the slope are located within the PBL, depth
closure schemes for the turbulent flow thermodynamics equa- of which H is the external parameter of the model The dis-
tions in the boundary layer approximation. The model results tributions of roughucss and temperature along the underlying
obtained in the framework of (l,b) and (c,b), where I is char- surface are expressed by piescribed functions of horizontal co-
acteristic scale of turbulent fluctuations, b is turbulent kinetic ordinate. Problem is solved in the stationary approximation,
energy and c is turbulent kinetic energy dissipation rate are the values of meteorological values above PBL are considered
discussed. Numerical experiments carried out have shown the to be known. While deriving the model equations system we
essential influence of the slosure scheme on the over slope flow use the boundary-layer approximation. The horizontal corn-
patterns. ponents of turbulent friction are not taken into account due to

the small value of slope inclination angle The third equation
of motion is written in hydrostatic approximation. The model
system has the following initial form:

INTRODUCTION au Ou _Op' 0 0 O,,T + w- o' + Iv + FkT, (1)
Oxz

The formation of the local atmosperic circulations in
the planetary boundary layer (PBL) is rather typical plie- Ov OV 0 Ou
nomenon under conditions of thie thermal and orographical x+ = (u - (2)
non-uniformity of the underlying surface. Even in the case a
when the surface is uniform from thermal point of view, but + 0, (3)
has some inclination, the component of buoyancy force paral- =

lel to the slope surface appears, acting upon the airflow and 4V
leading to so-called slope effects in the atmospheric PBL. In " X, (4)
more general case effects of slope and thermal non-uniformity
superpose, forming complex flow pattern in the atmospheric U- 00 W = a-kL (5)
boundary layer over slope. ux Ox W =  z8" 15

First works on the mathematical description of slope where u,v,w - wind velocity components along axes x,y and
effects refer to middle of this centuiy, when analytical so- z respectively, f - Coriolis parameter, k - turbulent exchange
lttmons of corresponding hydrodynamical problems were re- coefficient, p' - pressure deviation from hydrostath ialue, / -
ceived (for example: Monin,19,19; Dorodnitsyn,1950). In ma- buoyancy parameter, 0 - potential temperature, 0' - deviation
jor part of that time works the turbulent exchange in the air of 0 from background profile, G - geostrophic wind velocity
flow over slopes was parameterized by constant turbulent ex- modulus (oX in our case is poarallel to the geostrophic wind
change coefficient. More complex schemes of turbulent trans- vector), aG - relation between turbulent exchange coefficients
fer description (two-parameter closure schemes, for example), for heat and momentum. To carry out the closure of Eqs.(1)-
that appeared later, were just rarely applied to the modeling (5) we have to define the method of k determination. In the
of the slope effects in the PBL. First of all it refers to the framework of two-parameter turbulence closure schemes this
schemes, containing turbulence dissipation rate as one of the coefficient is expressed through two parameters of turbulence.
parameters. Mainly such schemes were used in the models of There are two main alternative sets of such characteristics,
PBL over flat, horizontally non-homogeneous terrain and over used in PBL modeling practice: (l,b) set, where I - charac-
rather steep orography, where dynamic effects, caused by form teristic scale of turbulent fluctuations, b - turbulent kinetic
drag, prevail over effPrts of thermal non-uniformity of the flow. energy, and (e,b) set, where c - turbulent energy dissipation
In the presented paper the pure problem of the slope effect rate. In the first case k can be expressed through I and b in
in the PBL over slightly inclined terrain is solved within the following form:
framework of two alternative turbulence closure schemes on
the basis of two-parameter approach towards turbulence de- k = c /41V/A. (6)
scription. One of scopes of this paper is the comparison of over In the second case k is evaluated from e and b by the formula:
slope flow patterns, obtained with the aid of different closure cb2

schemes. k = -,(7)
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where c - non dimensional constant, which value is usually
assumed be equal to 0.0,16. For each characteristic 1, b or e
additional relation has to be constructed. The value of e is
determined from the balance equation for this characteristic Z/H
(Launder et al,1975; Claussen,1988; Beijaars et al,187): 1.0

af ac f~ 9 1 2 0at
u5- + w- c-k[(-) 2 +() J (8)

z z z0.

The similar equation can be derived for the balance of b (Zil- 0.6

itinkevich,1970): O15 - U

UT + WT = Q5-) + 5) aO 4,'"Oz" O-z ' ] - " :f (9

8 Ob b2  0.3+ nbk -C

a b 0 kZk T Z - C 0.2 -

In the case of (l,b) closure scheme the mostly widespread for- o -

mula for I determination can be obtained on the basis of
Laikhtman - Ziltinkevich (Zilitinkevich,1970) gradient rela- 0 0..tin: al 0.5 0.6 0.7 OLS 0.9 1.0
tion: U/G1.

al I Ob (10)Oz + 2b~z (10

where K is the von Karman constant. Some improvements of
the Eq.(10) were offered in scientific literature, for example Fig.1 Modification of horizontal velocity components pro-
those of (Dubov et al,1978): files in case the potential temperature of the slope is by 10K

al 4' lab higher than the flat surface temperature. The continuous curves
1 + b (III present the profiles in the upward undisturbed flow,, profiles

0z 1 + aIZ 2b Oz' over slope are marked with dashed lines

where ai = ai(Ro), Ro - Rossby number.
We use the following values for the parameters in the

equations for turbulent characteristics: h =0 ,1, cl =1.44, c2

=1.92, a, =0 15 -it can be seen that Launder relation between
these parameters is adopted (Launder et al,1975)

Kc - , (12) REFERENCES

where~~~ c.= 0,,or :

where c. = ua, l.l BELJAARS A.C.M., WALMSLEY J.L. & TAYLOR P.A.
The transformaton of coordinate system is carried out, 1987 A mixed spectral finite-difference model for neutrally

while solving the system of Eqs.(I)-(5) with Eqs (7)-(9) and stratified boundary layer flow over roughness change and
alternative system of Eqs.(1)-(5),(6),(9),(l I) This transfor- topography. Boun try-Layer Meteorol. 38, 273-283.
mation let us transfer model area nto rectangle and use the CLAUSSEN M. 1988 Models of eddy viscosity for numerical

uniform step in the vertical direction while realizing the nu- simulation of horizontally inhomogeneous, neutral surface-

merical algorithm Boundary conditions are set in the form, layer flow. Boundary-Layer Meteorol 42, 545-554.

traditional to PBL model studies. The profiles of meteorolog- DORODNNITSYN A.A. 1950 The impact of the earth's sur-

ical values in undisturbed flow are evaluated from the model face relief on the air flows. Trudy TIP, 21(48), (in R -s.).

systems in the approxmtio of horizontally homogeneous DUBOV A.S., BYKOVA L P. & MARUNICII S.V. 1978 Tur-
flow.bulence in vegetation. Leningrad, Gidromcteoizdat, 184p.

The example of calculations with (c,b) scheme referring (in Russ.)

to the flow over a slope of 0.01 steepness facing up the flow, at LAnDR. C
boundary layer depth 11 equal to 1200in and G=I 1.8 m/se, LAUNDER B.E., REECE C.J. & RODI W. 1975 Progress in
bouprend lr dth Fi.]. ea tinompnns pr= s m/e, the development of a Reynolds-stress turbulence closure
is presented in the Figi. The wind components profiles over J. Fluid Mcch. 68, part 3, 537-566.
slope are restored at the distan.e of 12000m from the foot of MONIN A.S. 1949 The slopes wind model Trudy TIP, 8(35)
the slope. (in Russ.)

The results of performed numerical experiments with the Lin s. S
bothmodl sstes bougt u t, th folowng oncusins: ZILITINKEVICHI S.S. 1970 The dynamics of the atmospheric

both model systems brou ght us tz. the following conclusions: boundary layer. Leningrad, Gidrometeoizdat, 292p. (in

I. The choice of closure scheme essentily tells on the Russ.)

over slope flow patterns.

2. The behavior of the flow in the upper part of the PBL
over slope highly depends on the type of the upper boundary
conditions for b and c.

3. Divergences ini turbulence characteristics profiles, re-
ceived on the basis of various parameterization schemes can
be commensurable with variations caused by the influence of
the slope. The velocity profiles are less sensible to the closure
scheme choice.
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COHERENT STRUCTURES IN UNSTEADY WALL FLOWS

VISUALIZATION RESULTS

M.C. Feng, S. Tardu, G. Binder
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INTRODUCTION RESULTS
The aim of this work is to investigate the response of near 1. Time-mean ejection frequency

wall coherent structures to imposed oscillations of the flow rate Figl. shows that fe+ is independent of forcing frequency and
(or of the pressure gradient) in order to gain insight into the close to the steady flow value 0.012 (7).
mechanisme of turbulent momentum transfer and production in
unsteady turbulent wall flows. From the response of stiucture, to 2. Modulation of the ejection frequency
forced perturbations one may also expect to learn something AMPLITUDE
about their dynamics in general. The difficulty of the detection of The fact that aT,/aFis about one when f+ -4 0 and
the structures with probes which is a problem in itself already in decreases by at least a factor 2 when f+ reaches the value 0,003
steady flow(l-2) is compounded in unsteady flow(5-8). Since and then stays roughly constant(Figure 2.) shows that the
visualizations provide the least objectionable means of detection turbulent structures respond less to high frequency forcing as
(1) it seemed a priori promising to resort to this technique in was previously observed with the turbulent intensity(8). The
unsteady flow despite the labor required. Furthermore, an common trend of aTfai resulting from the two different centerline
extensive set of data with various probe detections in forced flow amplitudes prwvs that the scaling with a;-is approciate.
has already been gathered in our laboratory and has led to some PHASE-SHIFT
interesting conclusions. The present work also attemps to bring Despite the larger scatter, one may distinguish a common
additional support to these conclusions by means of independent trend: first a decrease from zero (expected value in the quasi-
observations, steady limit) to about -I00* and then a jump to positive values.

The first part implies a roughly constant time delay (At+=140)
EXPERIMENTAL SET-UP between the ejections and the wall shear stress which should be
FLOW CONDITIONS the finite time required by the ejections to react to the additional
- Unsteady water channel (5). stretching imposed by the oscillating shear aiil9y, i.e. .,

Centerline mean velocity: Uc=18 cm/s corresponding to
Reh=9000, u_=--0,80cm/s. 3.Modulation of the lift-up (Figure4-5)

Oscillating flow: amplitude a =13%; 20%; frequency The relative amplitude of Ah+ normalized with a- is
f~x l04 = 5; 10.6; 24; 31.7; 73.1 roughly of order of one and compares fairly well with the
- Visualization technique(dimensions in viscous units) modulation of the turbulent wall shear stress fluctuations.

dye slot in wall: 1.5x300; fluorescine, argon laser sheet The phase shift of Ah+ follows the turbulence response
thickness: z+=27; CCD-Video camera, 25 frames/s, faV=0.43. quite well. This is an a posteriori justification for the second step
The phase reference is provided by a flash of light (duration 0. Is) in the detection sheme.
triggered by the pulsator and simultaneously recored on the
video. 4. Modulation of the bursting frequency

Because of the small phase averaged populations (-20
DETECTION OF EJECTIONS ejections in each bin on the average), the methods of grouping

The ejection detection is based on die maximum lift-up h1, proposed in (7) do not work with the visualization data. The
h2 and the corresponding times, which are manually recorded, at following iterative method is developed: step 1: group ejections
two stations: X1+=840 and X2+=940 (distance from the dye satisfying: At<0.2-e where i e is the mean interarrival time. From
injection slot) where nearly all ejections are marked by the dye. this grouping, determine <te> 1 the interarrival time of ejections
The number of events resulting from a record of length belonging to bursts with multiple ejections(BME); step 2:
''-20000 was phase averaged in 10 bins covering the cycle recalculate grouping with critera: At< 0.7 <re>l; step 3: from the

with the help of a PC. The detection of ejections is done in two previous grouping determine Atp time between last ejection and
steps: 1) an event is counted when hl+>15 and Ah=h 2+ - h I+ previous one in BMEs and Ate, time between last ejection of
>5; 2) <Ah> is determined and only events with Ah>0.9<Ah> burst and next ejection. Recalculate grouping on critera for last
are retained. The factor 0.9 has been chosen so that in the ejection in a burst if: At > 0.5(<Atep>+<Ate>). Iterate step 3 till 4
quasi-steady case (f+=5 x 10-4) is the same as in steady flow, convergence (10 to 20 iterations). "
i.e. f-+ =0.0125. The purpose of this second step is to take some It is seen on Figure 6-7 that the amplitude and phase shift of
account of the modulation of the turbulent intensity, the BME's vary little with the forcing frequency while for the

bursts with single ejection(BSE) the amplitude drops by a factor
3 to 5 and the phase lag with respect to Zincreases to about 250 0
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when the forcing frequency increases from 0 to 0.002. REFERENCES
The two types of burst do clearly not react in the same way 1. Bogard, D. 1982 PhD., Purdue U%. U.S.A.

to the forcing in this frequency range. It is also seen that the 2. Bogard, D. & Tiederman, W.G. 1986 J.Flald Mech.
amplitude and the phase shift of the two families take on similar 179, 1
values when f+>0.006. 3. Cousteix. J, & Houdeville. R, 1985 5th Symp.

Tu*rbulent Shear Flow, Cornell Univ., USA
CONCLUSION 4. Kobashi. Y, & Hayakawa. M, 1981 In Unsteady

The visualization data presented in this paper confinm the Turbulent Shear Flow, Ed. R. Michel, Springer
previous results obtained from hot film signals on the response of 5. Tardu. S, Binder. G & Blackwelder.R, 1987 6th
ejections and bursts to forced oscillations._When the forcing Symp.Turbulent Shear Flow, Toulouse
frequency changes from quasi-steadiness to Te4 the amplitude 6. Tardu. S, & Binder. G 1989 7th Symp. Turbulent
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SIMULATION OF THE CONVECTIVE BOUNDARY LAYER
IN COMPARISON TO AIRCRAFT-MEASUREMENTS

DURING LOTREX-EXPERIMENT
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ABSTRACT For the present study we use the LES-model as
described in Schmidt and Schumann (1989). The

The convective atmospheric boundary layer model integrates the equations for mass and
during a specific case of Lhe field experiment momentum balances and the first law of ther-
LOTREX is investigated by Large Eddy Simu- modynamics in three space dimensions and in
lation (LES). The numerical simulations are ni- time. Here, we are using 100 x 100 x 40 grid
tialized using measured profiles of wind and cells. The subgrid-scale fluxes are parameter-
temperature. The lower thermic boundary con- ized using a second order closure model. The
dillon is obtained by extrapolating measured computational domain extends horizontally over
heatflux profiles down to the surface. The calcu- an area of 10 x 10 km 2 and vertically to a height
lated vertical profiles of turbulent quantities of 2500 m ( 3 z,) The horizontal gridspace is 100
compare generally well with the corresponding m in all simulations. Vertically, the gridspace is
measurements. either 100 m or 50 m. The results after a total

integration-time up to 5 t., when the turbulence
INTRODUCTION is quasi stationary are compared with available

measurements (Jochum et al., 1990). The exper-

During the last years several LFS-models have imental area is 15 km by 15 km, almost flat with
been developed and applied to various prob- varying landuse: essentially agricultural with
lems, but the simulated turbulent quantities are field sizes on the kilometer scale. For the model
not very often compared with measurements In initialization and comparison data from the qua-
Deardorff (1974) the simulation results are com- sistationary period around noon on July 13, 1988
pared with data from the Warngara-experiment. are chosen. This day was characterized by light

Moeng and Wyngaard (1989) found good agree- wnds and no clouds. The convective boundary

ment of the calculated velocity variance with layer has a height z of 800 m. In addition to 5

corresponding field- and laboratory measure- surface stations 5 research aircraft were taking
ments in the upper boundary layer, whereas in measurements. Three powered gliders and a jet

the lower boundary layer differences have been all equipped for turbulence measurements were

obtained. The model used in this paper is vali- simultaneously flying along the same horizontal
dated for pure convective situations (Schmidt, flight legs with fixed vertical spacing. Vertical
da88The foru e octve suton (Shmidt profiles of mean meteorological parameters and
1988). The influence of the results on the par- of selected concentrations were obtained fr'om

ameterization scheme is discussed in Schmidt a twin-engined aircraft. The data from the differ-
and Schumann (1989). In this paper we simulate en aircraft are cmie to yil v ica r-

the BL or speifi da. Daa fr mdel ent aircraft are combined to yield vertical pro-
the CBL for a specific day. Data for model fieofmaprmtrsflxsndpcrl

initialization and intercomparison have been characteristics. The measurement uncertainty is

collected during LOTREX. The series of field estimated to be around 30% for fluxes, and 20%
experiments LOTREX was conducted in North for variances. Scales included in the turbulent
Germany to study land surface processes (Roth fluxes and variances range from 17m to 3.5km.
et al., 1988). The effect of Inhomogeneous heat-
flux, sheared mean-flow and vertical resolution
on the turbulence statistic is investigated in Graf RESULTS
and Schumann (1991). Generally, good agreement Is found with respect

to vertical profiles of the turbulent healflux, of

METHOD AND PARAMETERS temperature and vertical velocity fluctuations.
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ABSTRACT because other method such as FFT used by Horiuti(1987) and Moin &
A LES(Large Eddy Simulation) program based on a finite difference Kim(1982) is not able to applicable to the complex geometry due to its

method is developed to compute the turbulent flow around or in a numerical method. Adams-Bashforth and central difference schemes
complex geometry. A turbulent channel flow is computed to verity our are used for time and space derivatives using the staggered grid
LES program A mean velocity profile in the streamwise direction is arrangement. An algorithm of the present solution procedure is
excellent agreement with the logarithmic velocity profile. Flows around based on the SMAC (Simplified Marker and Cell) method. Pressure is
flat plate rows are computed to understand the mechanism of obtained from the Poisson equation solved by ICCG(Incomplete
aerodynamic sound generation. Results of both mean velocity and Conjugate Cholesky).
turbulent intensity agree with theory and experiment.

CHANNEL FLOW
iNTRODUCTION A turbulent channel flow is computed to verify our LES program

Sound is generated by movement of vorticity predicted by FLOWLENS (FLOW bv Large Eddy Numerical Simulation). The
Powell(1964) In this situation, the two-equation turbulence model is comr,, tatio;al c.ondition is the same as that in boundary layer splitting
not adequate to simulate the flow due to its time averaged model. LES model by Harada (1988). A comutational domain Is Lx(=3.2L),
or DS(Direct Simulation) is applicable as higher turbulence models, Ly(.0.SL) and Lz(-L) in x,y,z directions, where the channel width is
because these models do not include time averaging in models. DS taken as the characteristic length L.62mm The horizontal plane is
takes much more CPU time than LES due to a requirement of a fine divided into uniform mesh sizes of 64 gnd points in each x ,y direction
resolution at high Reynolds number flows, so that LES is chosen as The mesh sizes increase from the minimum mesh size near the lower
an adequate turbulent model. On the other hands, the let noise or upper wall to keep a ratio of mesh sizes to be constant without
generated by high speed compressible flow has been investigated to using hyperbolic function by Horiuti(1987) and Moin & Kim(1982).
clarify the mechanism of aerodynamic sound generation, but sound A set of values is chosen such as charactenstic velocity U=6.67nVs,
generation by low speed incompressible flows in such as air friction velocity u r -0.309rn/s, Re=27800, C-0 10, and a time mesh
conditioners is different from that in compressible flows. Flat plate t=0.008. Non-slip and cyclic cunditions are imposed on both plates
rows are chosen to simplify the geometry of wings z.0, L and planes x=0, Lx, y=0, Ly as boundary conditions. An initiai

LES is, therefore, made on a turbulent flow over flat plate rows as a velocity is given by superimposing the uniform streamwise velocity U
first step to understand the mechanism of sound generation that is to fluctuations produced by random number smaller than 0 05U. The
closely related to organized structure of turbulence long term time integration is made until t=496 to reach a statistical

equilibrium state. The ii le integration of 62000 cycles required 762
BASIC EQUATION minutes CPU time with 102MB on HITAC S820/60 super computer
Let us take characteristic velocity U iength L, time LU, (1 5 GFLOPS at the maximum speed).

nondimensional SGS(subgrid scale) e luations given by Deardorff
(1970) are 21
au, 'Wi .. ,,Z

X7 =020
au, a ap_ a 1 a~u 2
a-" + -,(ul ui - + '()
at QX1  ex d XJ 2v:fl 2

SiJ=1 ,au L, u, ,3
2 ax- ax " (4)

(CA)'/s, , , ,, (.

where, uIs the velocity component of the coordir.ate x 1, p the
pressure, I the time, A (= rA, A2&I)the averaged SGS grid interval, /

C(-0.1) the universal constant, Re(-UIJ Y) the Reynolds number
defined by characteristic length(channel width or plate pitch)L , and , wO too i0o0

the dynamic viscosity. The turbulent viscosity Is given by the
Smagorinsky model(1967). Van Driest(1956) wall damping function Fiv.1 A streamwise mean velocity.
(A-25) Is used as the boundary condition of the wall. Figure 1 shows the streamwise mean velocity averaged in x-y plane.

The profile agrees well with both viscos sublayer a id logarithmic layer.
NUMERICAL METHOD The Karman constant K =0.40 and a constant 1-' 5 are good
A finite difference method is chosen for solving basic equawions, agreement with an experiment B-5.0-5.5. The same result x -0.40
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and B=5.5 is obtained by Moin & Kim(1 982) using the residual stress Figures 3(a)and (b) show streaks visualized by marer particles
model that is limited to application than the damping model. generated at upstream in the vertical planes y/Ly=0.20 and 0.47. This

corresponds to hydrogen bubbles visualization in experiment
FLOWS OVER FLAT PLATE ROWS Fluctuations are observed behind the rear edge in the wake. The
Flows over flat plate rows are computed using a similar condition to structure is similar to Karman vortex street growing in between flat

that of a channel flow. Figure 2 bhows a computational domain of flat plates. Figure 4 shows streaks in honzontal plane zLz=0.51 near the
plate rows The flat plate is placed at the center of computational upper surface of the plate. The streaks show the typical structure of

symmetric cyclic
yondition condition

width h

Fig 2 A computational dcmain of fat plate rows

domain Lx x Ly x Lz. Tihe plate is defined by the length Cx, the.," ' " 1

thickness Cz and the infinite width in y direction h he periodic '

boundary condition is imposed on x=0,Lx in the streamwise direction Fig 4 Streaks in horizontal plane z+=28 from the upper surface
and on y=0,Ly in the spanwise direction The symmetry condition is
given on upper and lower planes z=0,Lz. Table 1 shows parameters peak and valley in turbulent boundary layer Figures 5(a) and (b) show
used for present computations The thickness ratio Cz/Cx is varied streamwise velocity profiles averaged in horizontal plane of the wake

Table 1 Parameters used for present computations. The mean velocity of present results agrees well with theory. The
Lx/L Ly/1 J -- -/ -L - C .z_ C Xstructure Is kept until the rear edge where shear force reaches
( (-) I (On) (-) H (am) () direction maximum in horizontal plane. This fact explains that the turbulent

CASI-i 3 i 2.36 63 1.58 2.36 1.0 ;. 6 4 ,,64 8  intensity becomes large near the rear edge in experiment[8]. The
maximum turbulent intensity averaged in the wake region is about 4.0

CAI 2 3 20 2.40 i2 1i61 2.40 0 0 640W4x6( _ 3 4 .8lZ2.36/ 63 1s 582.301.0 1 6{ 98x,,64 that agrees roughly with 5 2 of experiment

(AS)4 3.1012.32 61 i 5G 12.32, 2.0 3 2 6
4
x48xG6 1.0 1---~ .0

from zero o 3 2/6 The resuls are essentially similar to each other so j
that the CASE-1 is chosen as the typical case The computational
domain is divided by 64x64x68 grid points in x,y,z directions. CPU h 0.5 ,! 0.5
lime required 789 minutes for a cycle number 46000 at 1-276 to reach

statistically equilibrium state on HITAC S820/60 super computer with --... ,,r
107MB using a time mesh A t=0.006 0

From a view of aerodynamic sound generation, velocity fluctuations 0 . 2. .025 0 2.0 4.0
in the wake play an important role,i.e Fukano et at 18] obtained by the uu T
experiment that the turbulent intensity in the wake well corresponds ( Mean Velocity (b) Turbulent intensity
to the sound intensity. Fig.5 Streamwise mean velocity profiles of the wake

-  As is shown by present computations, results of LES provide us a
clue to the mechanism of sound generation produced by turbulence.

REFERENCES
Deardorff,J W 1970 J.Fluid Mech.41,427-453
Fukano,T.et.al 1985 JSME(B) in Japanese,51,2505-2514.

(a) y/LyO. 20 Haradat. 1988 Proc.3rd Int.Sym.on Refined Ftaw Modelling
-... , Van. ., 19 56 .Co -c .. 3.100--- -- ..----- and Turbulence Measurements,69.73.

I- ,~~ J HoriutiK.1987 J.Comput.Phys.71,371.39o
1 I, Moin,P and Kim,J. 1982 J.Flud Mech.118,341-377j ~SmagorinskyS. 1967 Mon W.,ather Rev.91,99-164

Powell,A 1964 J.Acoust.Soc.Am33,177-195

..[ . .L ., :'j " " 1Van Driest,E.R 1956 J Aero Soc.23,1000-1007

(b) y/Ly=O 47

Fig.3 Streaks visualized by marker particles in the vertical planes,
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NUMERICAL SIMULATION OF DENSITY AND VISCOSITY EFFECTS
WITHOUT

GRAVITY IN FREE TURBULENT JETS
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ABSTRACT Second order models were implemented by Chassaing-
H6rard-Chibat/3/, considering the Lumley's development

A numerical experimentation is used to find out some
density and viscosity effects In round turbulent heterogeneous technique. The treatment is restricted to the situation Ui., =0
isothermal and non reactive gas jets. The values of the which results from the high turbulent Reynolds number
jet/outer-flow density ratio vary from 0.4 to 4.88. assump !on. The transport equations are solved numerically

using the Patankar and Spalding's procedure. The additional
NOMENCLATURE terms, resulting from the choice of the Reynolds decomposition,

have been included by new treatments of the "source" terms.
Ui Instantaneous velocity (I . 1,2,3
u'i Instantaneous fluctuating velocity (i = 1,2,3 ) COMPARISON WITHEXPERIMENTALDATA
p' Instantaneous densityC Instantaneous mass fraction The code was first tested by comparison with the
CI Mass fraction fluctuation experimental results of Chassaing/4/ for a 80% of CO2/air jet
x Longitudinal coordinate discharging Into a quiescent atmosphere. Gravity acts in the

R Radius of the jet same direction as the mean momentum and the exit conditions
Subscripts: correspond to a fully developed pipe flow.
ax Values along the axis
0 Values at the exit Reo - 55100 Z0,,80% (concentration of CO2) Fro -35
ext Values outer of the jet Re - 0.018 m Po/Pext-l, 39  Vo - 0.85 10- 5 m2/s

INTRODUCTION Uo

To our knowledge, the effects of global density uax
differences remain poorly characterized. References collected 6
about different nature of gases, give conclusions cross-checking
experimental and bibliographical results. Due to the difficulties
of controlling the outlet conditions when dealing with
experimental studies, a numerical approach is chosen, which 4
allows us to study the influence of one parameter only.

CALCULATION PRESENTATION

Because of the non linearity of the convection terms, new
correlations are introduced when averaging the instantaneous
equations of a variable density turbulent motion. Thereby, the 0

quantity pUjU3 becomes: 0 20 40 x/Ro 60 80 100

M1,= p U,UJ=puiU,+p,u, +p'u jUj+pu u, U. + pu- Fig 1: Velocity along the axis(- Calculalion,O Experience)

Except Lumley/l/, most of the authors use the mass-weighted su
averages as proposed by Favre in 1958. In 1985, Chassaing/2/ Ro
suggested an alternative to the formulation of turbulent motion 8
equation for a variable density fluid, using the conventional
averages. This leads to a similar formulation as in the
incompressible case. The new proposition regroups Mij as:

Mi=A~ A+ +Cij
A= pUTican be considered as characterizing the mean 4
contribution, considering that only mean values of the function
appear.
Bj=pu'iu'j Is a contribution which implies the fluctuating
motion through a correlation related with a flux term by
classical advective non linearity. 0 0 2

i = pu'iUJ + pu'jUi is a contribution that appears as the Fig 2 Half width velocity radius.
main component that singularizes the variable density fluid
motion. It is henceforth considered as an "external flux" to According to the Imprecisions Of the parabolic
recall that the equations have no longer a conservative form. Actin t the calcuation and thecalculation, the agreement between the calculation and the :

Due to the thermodynamical state equation, the pu'i and F' measurement Is fairly correct. Usir., this model and this

correlation are exactly linked with the transportable fluxes, numerical procedure, we shall now Investigate some effects of
when considering the isothermal turbulent mixing. the physical properties of the jet on the turbulent mixing.
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j..2 decrease as Rp increases. This tendency cannot be observed with

the literature values because of the flows conditions

U0  
discrepancies(Fig.5).

0,12 0,15[
B

B? I J +11 ,. +

0,07 0,10

I+
I ', Pitts

0iLiterature values0,02 . .. .- I '  Present study

0 20 4 0 x/Ro 60 80 100 0,05_ . .... "_____.. . .......

Fig 3 longitudinal turbulent intensity a!ona !tie axis , 1 1 P /P ext 10
GLOBAL DENSITY VARIATIONS EFFECTS ON THE MiXiNG Fig 5 Density effects on the constant B

A strict analysis shows that, in a variable density flow. 0,14
self-similarity is never reached. But, tar from lhe exit, when 2
transversal density gradients are small ano if grdvity effects
are negligible, the self-similarity condition is dpp cched. U 0
Introducing an equivalent diameter, Thring and Newtuy5/ 0,10
deduced the following relations for the velocity and the
concentration respectively:

U = A and BB0,06U7.x RNq C3x R 0,0

with R_ Ro x1, et Xc : vriual origins

Chen and Rod/6/ give relations for the halfwidth of the 0,02
velocity and the concentration profiles respectively: 0 20 40 x/Ro 60 80 100

8U = A' (x-x ) 8C = B' (x-x$) Fig 6 . Density effects on longitudinal turbulent intensity
An other important quantity is the entrainment rate R:cou aind
Spalding/7' snov that. Fig 6 shows that lot high density jets, the turbulent intensity

Q = K x with K = 0.28 for gas jets in ai maximum is blunted and retarded.

Q0  .vJn-R, Moreover, we have investigated the viscosity effects

From the experimental data of CO'.assaing/4/, we which are often neglected. We observed that increasing the
impleinent numerical experiences where aii parameters are molecular viscosity, tends to increase the similarity constants
fixed, except the density at the exit. We choose to negletL Lrayt. values and we noted also that the turbulent intensities grow up
in computations to ensure the zimlr;1ty laws validity. wi., the viscosity.

- 15 p (kg/m3) WUSO

UaX 05 Considering a mudo, which results were previously
10 3 19! compared with experience, some spec;ic density and viscosity

I -- 3 effects were numerically found out without boya:scy
- 6 'C For the density, we have shown that simiitude constants

Iare in good agreement with averaged literature values but
5 - decrease for hiqh density jets, And more generalt/, we obseived

ihat the mixing is niuch better when the density ratio Rp is less
than ore.

0 _,_,__ REFERENCES

0 20 40 x/Ro 60 80 100 1/ SHIH T.H , LUMLEY J.L, JANICKA J. 1987 Second-order
Fon the mean velocity along the axis modelling of a variable density mixing layer J. Fluid Mech.

Fig 4 : Denit effects onhe180, 93-116.
The table 1 regroups the constants calculated with our results- 2/ CHASSAING P. 1985 Une alternative A la formulation des

Tquations du mouvement turbulent d'un fluide A masse
Table 1: Density effects on the similitude coants volumique variable.J. do Mic, Th. et Ap. 4, 375-389.

3/ CHASSAING P., HERARD J.M 1987 Second order modelling of

R P A IB A_' turbulent shear flows 17-8.
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1 0.096 0.086 0314 un jet de tube libre. Thbse INPT Docteur bs-Sciences .
1,54 0.0944 0.123 0.085 0.140 0.297 5/ THRING M.W.,NEWBY M.P. 1953 Combustion length of
2.44 0.0912 0.116 0.083 0.131 0.292 enclosed turbulent jet flames Fourth Symp. of combustion,

00.0 0.292 Piltsburg,The Standing committee of combustion 789-796 -

4,88 0.0780 0.2 L 0 .9 0. 0.250 6/ CHEN C.J,RODI W. 1980 Vertical turbulent buoyant jets-a
Experiences = 0.075 = 0.11 I= O.0,, .0 12 0.282 review of experimental data. Pergamon Press, New York

7/ RICOU F.P, SPALDING D.B 1961 Measurements of
First, we can see that results are in good agreement with the entrainment by axisymmetrical jets. J. Fluid Mech. 11, 21-32.
similarity laws since, from 40 Re, the evolutions are linear for 8/ PITTS W.M. 1986 Effect of global density and Reynolds
the concerned quantilies(Fig.4). But, as experimentally number variations on mixing In turbulent axisymmetric jets.
observed by Pitts/8/ for the constant B(Fig,5), the values Rapport NBSIR, 86-3340, Dpt of commerce Washington.
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SYMBOLS method of matched asymptotic expansions and leads to a

four-layer structure(Fig. 1):

U, outer flow velocity A. Inviscid outer flow region

L chord length B. Viscous superayer

v mol. viscosity C. Inviscid defect-layer

u, friction velocity D. Viscous sublayer.

U,0 L Each layer has its own scales with respect to
Re = Reynolds number thickness, velocities and stresses and hence its own system

of equations.

INTRODUCTION The main analytic results of the analysis are as

follows, see also Table 1.
Turbulent boundary-layers over curved surfaces

have been calculated by many authors applying the so

called boundary-layer 'approximation' and various

turbulence models. Since the governing equations are free of

curvature, and because of substantial disagreement with 51

measurements, curvature corrections of different kinds have ,,d5 , s's

been implemented. However, no information is available, as ,\)?

when and how curvature has to be taken into account for

the calculation of turbulent boundary-layers.

The purpose of this paper is therefore, to show by a

systematic asymptotic analysis how curvature effects have -B "

to be taken into consideration.

ASYMPTOTIC ANALYSIS OF TURBULENT FLOWS

This asymptotic analysis is an extension of the work Fig. 1: Four-layer structure of curved turbulent flow

by Mellor(1972). Consideration of surface curvature and the A. INVISCID OUTER FLOW REGION

necessary turbulence model in the analysis are the main (scales: L , U10 , PU10
2 )

further developments of the above mentioned basic work. Assuming that the free-stream turbulence level is

The closed system of timne-averaged Navier-Stokes zero, the first order of the outer flow region describes the

equations and modelled Reynolds-stress equations after potential flow subject to the kinematic flow condition at the

Gibson et at. (1981) are used to describe turbulent flows over wall. Since there is no contribution of the second order, the

curved surfaces. For high Reynolds numbers this system third order again describes a potential flow but with a

leads. to a singular perturbation problem. The perturbatioli nonzero normal velocity V3(S,0) at the wall, corresponding

parameter to the displacement effect of the defect-layer up to second

c= vcf0/2 order.

tends to zero wher, the Reynolds number Re goes to B. VISCOUS SUPERLAYER

infinity, where cf0 is the skin-friction coefficient at a fixed (scales : 1" = v/ve*, ve1 , pve, )

location So on the wall (e.g. start of the fully turbulent Non-turbulent inviscid fluid of the outer flow region

regime). The singular perturbation problem is solved by the can become turbulent only by viscosity. While the outer

!!I-11



flow region and the defect-layer are not influenced by Now the second order of this asymptotic expansion is

viscosity at high Reynolds numbers, both layers cannot be comparable to classical boundary-layer theory Without

matched without the occurrence cf singularities The taking curvature into account this theory is incomplete as

introduction of a viscous layer is therefore necessary to far as turbulent flows are concerned. In the laminar flow

overcome this mismatch. The characteristic length 1" is case curvature is a higher-order efftt and not included in

proportional to the Kolmogorov length scale and the classica. boundary-layer theory. Tv c ntrast to the different

velocity vei* is the entrainment-velocity, which appears to influenc of curvature, the displaccr.it effect is a higher

be constant across this layer. The viscous superlayer is not -order eVect in both flow regimes.

influenced by curvature and can be solved universally for A I harcteristic feature of the governing equations in

given entrainment-velocity and Reynolds number. The the defect--layer is the linearity of the momentum equa-

singularity defines a finite thickness 6(S) of the tion The normal velocity v2 can be calculated separately

defect-layer. after solving the momeitum- and stress--equations. The

C INVISCID DEFECT-LAYER boundary conditions as n -4 0 are deduced from the ma-

(scales: b = L.-O() 2 2ching condition with the sublayer, which leads to the
) , U 10  pu1 0 ) logarithmic law of the wall and the local equilibrium of

The first order solution coincides with the first order production Pq and dissipation f in the overlapping region.

of the outer flow solution for N -, 0. The values u,(S,n) and At the outer edge (n = 6) the defect velocity u, and
p,(S,n) are constant across the layer, whereas vi(S,n) varies

linearly.all turbulent quantities go to zerk. or to their free-stream
lInearly, values respectively, leading to a local discontinuity. There-

In the second order the S-momentum equation is fore, following Rotta(1983), the solution domain is

linear and the normal velocity v2(S,n) occurs only in the fore d int oa ta ngular gri b latin do toi the

continuity equation. Curvature enters at this stage via the l ol ins ( ofct he d t yer e numerica

turbulence model. An essential requirement to the model is sch es bs o Kle bofethod.
scheme is based on Keller's box method.

the capability to cope ,vith curvature effects. The dominant The results show good agreement with measurements

parts of the stress-equations are the production terms, and with other Reynolds-stress model calculations
which are, ir. case of a Reynolds-stress model, exact.

Curvature alters the nn-component of the stress-tensor, .,,,,,,, ,.,.,, - ,.. ,.,,WI

and together with the ss-component both determine the LAYsR sEcoo .

production of the shear-stress and consequently the velocity A .. .. ...

field Although the momenturr equations themselves are ,,, ,.., ,. ,

free of any normal-stresses the Reynolds-stress equations .. '-..', .

clearly state that normal-stresses must be taken into ... ,.."-*.;l'l, ...

account as far as curvature is concerned All turbulence , 5, .... J'!, '"

models unable to describe the interactions between all c ... ,|.,. . ,,,,,,,,

models) must therefore lead to unsatisfactory results. D .. . .. ........

. 11 .. lt. f ... 114

D. VISCOUS SUBLAYER I -

(scales. i = v/u,0 , u,0 , pu' 0
2 ) Table 1: Asymptotic-Solution Scheme for Curved

The universal sublayer solution for the streamwise Turbulent Flows

velocity fi2(Sfi) is linear for fi -, 0 and logarithmic for

. - oo, as has been shown by many authors The sublayer

as well is the superlayer, both very thin at high Reynolds REFERENCES

numbers, are not influenced by curvature.
MELLOR,G.L. 1972 The large Reynolds number asymp-

SOLUTION OF TtlE DEFECT-LAYER EQUATIONS totic theory of turbulent boundary-layers. Int.J. Engng

Sci.10,851-873.
The main interest is focussed on the solution of the GIBSON,M.M.,JONES,W.P.,YOUNIS,B.A. 1981 Calcula--

governing set of equations in the defect-layer to second tion of turbulent boundary-layers on curved surfaces.
order, while the first order is completely solved without any Phys.Fluids 24,386-395.
turbulence modelling. As a result of the foregoing ROTTA,J.C. 1983 Einige Gesichtspunkte zu rationeller
asymptotic analysis curvature effects only appear in the Berechnung turbulenter Grenzschichten. Z.Flugwiss.

combination K(S).U(S,0), where U,(S,0) is constant with Weltraumforsch. 7,417-429.
respect to this layer. Hence curvature has to be included if

K(S) = O(1) and can be dropped if K(S) = O(c).
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ABSTRACT
A direct numerical simulation (DNS), of the fully developed ther- NUMERICAL PROCEDURE

mal field jn a two-dimensional turbulent channel flow was carried out The flow geometry and the coordinate system axe shown in Fig. 1.

The simulation was made at a molecular Prandtl number of Pr = 0 025 The Reynolds nimbei based on the wall friction velocity u, and the chan-

to examine the low Prandtl number effect on the thermal turbulence nel half width 6 is set to be 150. The resultant bulk Reynolds number is

statistics. The cmpnutation was executed on 1,589,248 grid points using 4580. Referring to the numerical procedure used by Kim et al (1987), _-

a spectral method. The statistics obtained include rms temperature fluc- fourth-order partial differential equation for v, a second-order partial oif-

tuations, turbulent heat fluxes and so on. They are compared with those ferential equation for the wall-normal component of vorticity w. an , the

obtained at Pr = 0 71 Instantaneous thermal fields are also examined continuity equation are used to solve the flow field. A spectral rm thod,

to investigate the structure of the scalar field. i.e., Fourier series in the x- and z-directions and a Chebyshev polyno-

mial expansion in the y-direction, is used. For the time integration, the

NOMENCLATURE second-order Adams-Banhforth and Crank-Nicolson schemes are adopted
for the nonlinear and viscous terms, respectively Once the velocity field

Pr molecular Prandtl number is calculated at each step, the scalar field is obtained by integrating the

Pr, turbulent Prandtl number energy equation. This is done also by the spectral method. Mereury is

Re, Reynolds number, 2u,.6/., choser, as a test fluid, and the Prandtl number is 0.025. Iso-flux bound-

Re, Reynolds number, u,.6/v ary conditions are imposed so that the bulk mean temperature lir, arly

u,, bulk mean velocity increases in the streamwise direction The local temperature iq defined

Ur friction velocity as the difference from the wall temperature so that periodic boundary
u, v, w velocity components in the x-, y- and z- directions conditions are used in the streamwise and spanwise directions

X, y, z streamwise, wall-normal and spanwise coordinates

6 channel half width

0 temperature d "

o, , friction temperature

V ; kinematic viscosity

)' ;fluctuating component

)+ normalized by the wall variables, u,, Y and 0, z
),,. , ; root-mean-square value

INTRODUCTION Fig I Flow geometry and coordinate system.

In recent numerical simulations of turbulent heat transfer in a

channel flow of air (Kim & Moin, 1989; Ksagi et al., 1991), it was found

that the temperatur- fluctuation was hifsly correlated with the stream- 20

wise velocity fluctuation. Furthermore, it wa. shown that the turbulent Present

heat fluxes and the Reynolds stresses were also highly correlated, and 15 - -- Kim et o.(987)
controlled by the same transport mechanisms throughout the flow field.

As for low Prandtl number fluids, however, the balance in the transport to

equations seems to be different from that of moderate Prandtl number 1+

fluids. Although this is an important question in turbulent heat transfer,

the current knowledge is not satisfactory mainly owing to difficulties in

performing exp-riments (especially, of liquid metals).

The aim cf this investigation is to offer new information on turbu. 0.

lent heat transfer in very low Prandtl nimber fluids. Foe, s, we simulate too to, Y t0

a fully-developed turbulent thermal field in a two-dimensio.:al channel. Fig. 2 Mean velocity profile.

Mean flow parai,.eter- ar- well as various statistics of the velocity and tem-

perature fields ere ,.culated and compared with previous experimental RESULTS AND DISCUSSION
and numerical result- Ir particular, extensive comparison is made with The dimensionless mean velocity profile is shown as a function

the DNS data for Pr = 0.71 (Kasagi et al., 1991) in order to examine the of y+(= u,y/i/) in Fig. 2, where good agreement is obtained with the

lrcndtl number dependence of thermal turbulence statistics, numerical result at Re, = 180 (Kim et al., 1987). Figure 3 shows the
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distribution of dimensionless mean tkrperatuie The previous DNS data (1) The effect of molecular conduction on the mean temperature profile

of Pr = C 71 (Kasagi et al, 1991) and the K vier's formula (1981) are also is appreciable even in the channel central region and the thermal loga-
included n the figure. In the case of Pr = 0 71, the logarithmic region rithmc region does not exist.

is visible, but for Pr = 0 0 5 it does nu exist owing to thickening of the (2) As the Prandtl number becomes very low, the magnitude of temper-

,onductive sublayer D1e calculated lNu3selt number agrees well with the attre fluctuation is decreased with its peak value moving away from the
value reccrnmended by Kays & Cr,iwfoid (1980) ."igure 4 shows the root- wall, and the anisotropy of turbulent heat fluxes is also decreased

mean-square temperature fliu-tuation 0,+,. It is found that the lr-ation (3) The turbulent Prandtl number for Pr = 0.025 reaches its maximum

of the peak value moves away from the wall as the Prandtl number is of about 3.27 at y+ = 37. It is much larger than that for moderate

decreased Figure 5 shows the distribution of streamwise and wad-noimal P,andtl number fluids.

turbulent heat fluxes. In the case of Pr = 0 Z 1, the wal-normal heat flux (4)Much difference is observed between the thermal streaky structures

is by an order of magnitude smaller than the streamwise one However, visualized at Pr = 0.71 and Pr = 0.025. Thse in the low Pr fluid are

the difference between them becomes relatively small when the Prandtl thick in size and not so much elongated in the streamwise direction.

number is very low. The turbulent Prasdtl number Pr is shown in Fig.6 The authors acknowledge the financial support through the Grant-

For Pr = 0 71, Pr1 varies moderately across the channel and reaches in-Aid for Cooperative Research (No 02302043) by the Minitry of Edu-

its maximum of about 1.1 near the wall. For Pr = 0 025, however, it cation, Science and Culture.

increases rapidly from the wall and gives a maximum value of 3.27 at REFERENCES
V4 = 37. Figure 7 shows contour surfaces of 0' = 0.15 at Pr = 0.025 in KASAGI, N., TOMITA, Y & KURODA, A. 1991 "Direct Numerical

an instantaneous computational subvolume, while Fig. 8 shows those of Simulation of the Passive Scalar Field in a Two-dimensional Tur-

0
'+ = 4.0 at Pr = 0.71. Although the so-called streaky structures clearly bulent Channel Flow", ASME/JSME Thermal Engineering Proc.

exist in the temperature field for Pr = 0.71, similar structures appear 3, 175-182.

much different in the case of Pr = 0 025. They are thichker in diameter KADER, B A. 1981 "Temperature and Concentration Profiles in Fully

and not so much elongated in the streamwise direction It is also noted Turbulent Boundary Layers", Int J Heat Mass Transfer 24, 1541-

that the angle between the high temperature mass and the wall is larger 1544.

than that for Pr = 0.71. KAYS, W. M. & CRAWFORD, M. E. 1980 Convective leat and Mass

CONCLUSIONS Transfer, 2nd Ed., McGraw-Hill, New York.

A direct numerical simulation of a fully developed two-dimensional KIM, J , MOIN, P. & MOSER, R. 1987 "Turbulence Statistics in Fully

channel flow at Re,,, = 4580 and Pr = 0.025 has been carried out. Vari- Developed Channel Flow at Low Reynolds Number", J. Fluid

ous turbulence statistics are calculated and the following conclusions are Mech. 177, 133-166.

derived KIM, J & MOIN, P 1989 "Transport of Passive Scalars in a Turbuhtnt

30 30 Channel Flow", in Turbulent Shear Flows VI, Andr et al eds.,

Pr=O 025 -" Springer-Verlag, Berlin, 85-96
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TURBULENCE IN ROTATING CURVED CHANNEL
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**)Mechanical Engineering Department, Daido Institute of Technology
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ABSTRACT for the channel rotation
Effects of channel rotation and curvature on

the turbulent motion are examined experimetally. Ric = (2U3(Ur)/By/(r3U/ay)2  (2)
Flows in the channel are stabilized or destabilized
corresponding to the exerting direction of the and for the channel curvature,
Coriolis or centrifugal forces.

Rir = -2Q(aU/ay - 2Q)/(3U/3y)2  (3)
NOMENCLATURE

where the positive or negative Richardson number
1 mixing length corresponds to the suppression or promotion of the
lo value of I on a flat stationary plate turbulent motion, respectively. Then, the mixing
N rotation rate(Eq. (1)) length in the rotating curved channel was assumed
r local curvature radius to be a linear summation of these two Richardson
Rir: Richardson number for channel rotation numbers as(Johnston and Eide, 1976)
Ric:, Richardson number for channel curvature
Ue : velocity outside of boundary layer I/lo = I - 6c Ric - $r Rir (4)
Um : longitudinal mean velocity
u,v,w:, turbulent velocity components and the validity of the above relation is examined
Q : angular velocity of channel in this paper.

INTRODUCTION RESULTS OF EXPERIMENTS AND DISCUSSIONS

In curved rotating channels such as impeller Time-mean and turbulent velocity components
passages of turbomachinery, turbulence exhibits a Figure 2 shows the profiles of time-mean
quite different nature between the pressure and velocity and turbulent components in the convex
suction sides due to the Coriolis and centrifugal side of the section of F " for N = 0 and 0.15.
forces exerting on the flow. This paper concerns The turbulence intensities are largely suppressed
the stabilizing or destabilizing effect of these when N = 0 and 0.15, but increases when the
forces on the boundary layer inside a rotating channel rotates at N = -0.15. The stabilizing
curved channel and the relation between the mixing andl destabilizing effects of the Coriolis force are
length and Richardson numbers is discussed, moie clearly seen in the distribution of Reynolds

shear stress component of (-5 ) as shown in Fig. 3.
EXPERIMENTAL APPARATUS AND METHOD In the concave side the tangential stress (-v) for

N = 0 and 0.15 exhibits large values by the
Figure 1 shows the configuration of the destabilizing effect of the centrifugal force but

channel, which has an aspect ratio of 4 and is is suppressed by the Coriolis force when N = -0.15.
mounted on a rotating table. Time-mean and On the other hana in the convex side the turbulent
turbulent velocity components were measuied at the motion is largely suppressed by the centrifugal
mid-height of the section by traversing hot wire force in the stationary state but destabilized when
probes. The outputs of the hot wire anemometer were the channel rotates in the counter-clockwise
amplified in the rotating system and transmitted direction, N = -0.15.
to the stationary system through slip rings. In Mixing lngth
order to make the boundary layer turbulent, The values of the mixing length 1 determined
tripping wires of 1.5mm diameter were located at from the Reynolds stress and time-mean velocity
the inlet of the curved channel.t expnlerimfe wrved coanced. agradient are plotted in Fig. 4, which shows thatExperiments were conducted at the Reynolds thmiiglnhdensonhewlcuaurad

numbcr of Re(= UmD/v ) = 104 and rotation number the mixing length depends on the wall curvature and

of N(= OD/Um) = 0, and ±0.15. rotating direction of the channel. The relations
between the mixing length and the Richardson

ROTATION RATE AND RICHARDSON NUMBER numbers are examined using the relation of Eq. (4).
Figures 5(a) aiud (b) :ahuw the changes of (iilo)c (=
1/lo + BrRir) and (1/lo)r (= 1/1o + 6cRic) againstThe magnitude of the channel rotation wa Ric and Rir, respectively. The values of Br and

expressed by the following dimensionless p6rameter Bc are determined experimentally to be 2.4 and 3.0.

N Dm As seen from these figures, the validity of the
N - D/Um relation of Eq.(4) is better in the concave side

rather than in the convex side.
where N is defined to be positive or negative

according to the clockwise or counter-clockwise
rotation of the table, respectively. The effects CONCLUSIONS
of the centrifugal and Coriolis forces on the
turbulence are expressed in terms of Richardson (1) The effects of the Coriolis force on the flow
numbers given by the following equations(Bradshaw, become dominant when the channel rotates counter-
1969): clockwise so as to destabilize the boundary layer
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in the convex side and stabilhze in the concave x10-1
one. 1.5
(2) The modified mixing length model is found to Concave

be feasible on the concave surface when the flow is Surface
subject both to the Coriohs and centrifugal o0
forces.
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LARGE SCALE VORTICES OBSERVED IN RIVER FLOW
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ABSTRACT lines and the boundary of the main channel by solid
lines. Streamline are noticeably wavy around the

Aerial photographs of a flood flow were analyzed vortices in phase with the vort'ces arrangement.
using picture processing to obtain two-dimensional Fig 4 shows the streamlines observed from the
distrihution of velocity vectors on the water sur- frame moving in the mean velocity in the main chan-
face. Using the obtainpd data, the structure of a nel. The regions where the absolute value of
train of large scale vortices appearing near the divergence exceeds 0.01 (1/s) are also shown in
edge of a flood plain and its relationship to sedi- this figure. It is noticeable that the streamline
ment deposition which results in a spanwise shift patterns coincide fairy well with the outline pat-
of a river channel are examined. terns of vortices, which suggests the vortices are

convwct-d downstream ith the mean velocity of the
INTRODI'CTION main channel. It is also noticeable in Fig.4 that

div-r-,nce has a positive large value inside the
Kinoshita (I°'F4) surveyed the sediment deposi- vortices, and around the outline of vortices where

t'cin on the- !iod Dlain f th-' ! hi'0ri Riv-r -.st strp-c linns convorse, divergence is negativc. This
aft-r a major flood in 11l. Some of the results means strong bols exist inside the vortex and
ar? shovn in Fig.l. It is noted that th-re is sinks around the outline.
hsavy sediment dcposition elo,,g the bank of the Fig.5 shows the map of vorticity calculnt-d
L -ep river course (main channel) downstream of the using the obtained velorliy. The vorticity is con-
convex bank. A train of large vortices was found centrated locally at sc,.e points, suggesting the
in the ae-ial photographs (Fig.2) of the flood flow existence of small srpli vortices. As the small
,-t that pnint. In Fig.2 broken lines mark the bank scale vortices are convected downstream, those
)f the deep river course, which are adjacent each other gather in groups and

Trains of large vortices are generated by the the peak value of vorticit decays, resulting in a
,rtraction ketween the main channel flow and the larger scale vortex.
flow on the flood plain. When the river is
meandering, the point where the vortices are gen- LARGE SCALE VORTICES AND RIVER CHANNEL FORV:ATICM
eratod is fixed en- ' the vnrticos are sometimes en-
hanced to reach the scale of the river width. The conceptual patterns in Fip.4 and Fig.5 can
These vortices cause a large amount of sediment be given as Fig.6, which sugges' mechanism of
deoosition along fhe benk of the main cnannel, growtn of the deposition on th- slope of the
which results in a spanwise shift of the river main channel. The hishily concent, - d flow carryinp
channel. a suspended load (seliments) near the river bed is

In t is paner, the aerial ohotograohs of flood lifted up by boils inside the vortices. Near the
flow /er- Analyzod using picture processing to oh- water surfe-e, they are transported townrc's thi
tain .o-diriensional distrihution of velocity vec- outline of the vortices and then sink down. As
tors on the water surface. The structure of a flow velocity npar the bank slope is low due to
train of large vortices appearing near the edge of large scale vortices, sediments are deposited
a flood plain is elucdated and its relationship to there. Thus, deposition on the bank slope of the
sedimnt depositon is discussed, main channel would increase. This prccess occurs

on the bank just dowr- 'eam of the convex bank.
PICT!'RE PROCESSING The bed of the opposite bank is scoured as flow

velocity is highir. Thus, tne river channil shifts
Fig.1 shows the land configuration of the spanwise.

Ishikari River npar Uraus, -here moandering of the Considering that, on the flood plain, the flow
main chann.=l is noticeahle. A rectangle outlines velocity is low and the flow is clear, Fig. 6 also
the analyzed area. shows why large vortices become visible in the

Tie density distributions of a pair of river flow.
ohotograohs of the flood flow taken over a short
san of time (about 4 sec) w.re digitizec using a REFERENCES
POqS mirro-densitometer. Two-dimensional cross-

Crej~ u ir:Lkr f the den it u-t bu -o KI,;C' TA i . 1 034 Po . itrE, !!.34 11-1,

over a small area of the pair of photographs to 1 (in Japanese).
calculate a two-dimensional vistribution of KINOSHITA, R. 1988 In 'Control of flood flows
volocity vectors (Utamri, Blackv,ider P, Ueno 1991, in fluvial rivers and improvement of safety of
'inoshita, Utami 9 1leno 190). The obtained vec- river channels during flood (ed. T. Kishi)', 55-68
tots are shown in Fig.3 together with the stream- (in Japanese).
lines that were calculated using the data. KINOSHITA, R, UTAMI, T 9, UENO T. 1990 J.

Jaoan Soc. of Phntogrimmetry ane Ppmote Sensing,
CP'P-rCTFRTSTICS (F TP' 'ORTFX RTrICTURE Vol.29, No.6, e-117.

UTAI, T, BLACVIELER, .. F 8. UE;,C-, T. 'S91 Ex-
Tn Fig.3 and the followin; fi,,,ures, the cutlin,. periments in Fluids, 10, 224-229, 1991.

of lare scale vorices are marked by shadowed
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DOPPLER RADAR INVESTIGATIONS OP INTERMITTENT MESOSCALE

TURBULENCE IN THE TROPICAL ATMOSPHERE

I.N.Klepikov, '.S.MoiSeev, I.V.P krovskaya

and L.A.Sharkov

Space Research Institute
Profsouznya str., 84/32

117810, Moscow
USSR

Investiaiations ot convective atmo-I
sphere turbulence in 'he scale range aI
above that of the small-scale turbulence

are presented.I
Experimental measurements of well r2

developed convection in the tropical
atosphere ( in Western par t of Pacific o

Ocean) by' Doppler radar set based on the
ship were made. The computer-oriented
experimental instrumentation gives the
ou tpu t informations i n the forms of '

lields of Doppler velocities on cloud 4
drops trapped by atmospheric turbulent 103
flows. Moment,, up to order six, of the
longitudinal structure function o f the 10,- 4
stre,,mwise Doppler veiocity fluctuations3
have been measured for two-dimensional 2

Doppler velocity maps made in operating
tine 05cer 1. sin. Investigation of the
s~patial And temporal variaoilities of '00 R, m
the structure function due to mesoscale Fg tutr ucino -drDcided evolution from its Appearance to 5i.1.Srctr ucin o iodr1, .e cIou c: collapse il1,5-2 hoirs ) are (n=6), multiplied by 5, with the
presen ted . truetsaeR I i.VriaAn. important Special detail cf tnetubln sce R in 4m .V rca
str Ct,.re Tu nctions cons.s' in non- lines Indicate 90%, confidence limits.
reQular svat~al an d temrporalI variabi-
l ities. T n L slIouce of thei structure
fnrctiur (moment, uIP to the order Oix)
doe,, nct agree with Kolnogorov s model
I k-l!. log-normal model, b-model anid/
nul*,-fr,.ctal models. Distircui5sed S 6

3
Cor'elte0 scales (Spatial Ahcei' 7

r" 1u, ,a ga In st a ba c a0 our.d on t 2 Cnr
ilc .t I ,o variability, t he ir/

c e rvr Aco r, and t re- 1 mevo ti10., do)ts h
*oar 'lc-e scolec re Sc a~cadel /
mO 1 toc, l cae (Kclmoqorov s C

Qa;Scodvl nay be observed. During of theI - --

)roi 'h c' mc-oscale clIoud a nd the ir -

colla3pse the structure ucto cocome . o--

,p,.cal of the like 'whi~e nos? random
process. Analysts of the aitt tude
Ceoendtences of the structure function
; *1ows that mesoscale turbulence ha s a
lit-layer Lharacter.

The reasons of such strong intermit- G* n
texicy of atmosphere turbulence 'Aill1 be
discuss.ed. It will be shown that multi-
plicative noise And its intluence on
large-scale kinematics are of great i-.Vra on fscl ex nnt simportance. It results in faster va- ni..V raino cl xoetr a
riabilities of high-order veloci ty a function of the oder n, I - Kolmo, orov
structure functions owing to fluc-
tuations of helicity and viscosity, model, 2 - log normal, 3 - P-model when

D=2.83, 4 - multifractal when D=2.83,
5-7 - experimental results for R=5 km
and In 4, 31 and 71 min.
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THE COMC!NED WAKE
OF AN ARRAY OF OSCILLATING RIBBONS
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ABSTRACT A schematic of the array of ten nbbons is shown in
Fig. 1. The 0.051-mm-thick stainless steel ribbons span

This work considers the combined wake of an array of the entire width of the tunnel. The vertical spacing, s,
oscillating ribbons oriented parallel to a uniform flow. between adjacent ribbons is 4.76 mm, and the total
The characteristics of this wake are documented with flow height, H, of the array is 43 mm. The local area blockage
visualization and hot-wire anemometry for various associated ,Nith this array is 1.07%; however, the total
excitation frequencies and amplitudes, blockage is only 0.077% of the tunnel cross-sectional

area. The relative streamwise position of the ribbons can
be adjusted to produce periodic gusts of various

INTRODUCTION inclinations. When all the ribbons are aligned vertically,
as they were in this work, a 0-degree inclination of the

The wake behind multiple bluff bodies exhibits vortical disturbance is produced.
characteristics and vortex-shedding patterns that can be
similar to or quite different from characteristics of the A pair of electro-magnetic shakers drove the ribbons
wake from a single body. An understanding of the wake in phase. The fundamental resonance frequency of the
behind multiple bluff bodies is important for analyzing ribbons, which was set by adjusting ribbon tension,
flows about heat exchangers, skyscrapers, marine ranged from 90 to 110 Hz. By using excitation
structures, and ribbon parachutes. Williamson (1985) frequencies, f, below this fundamental resonance, nearly
showed that the symmetry of wake patterns and the uniform motion of the ribbons was obtained over their
synchronization of the vortex shedding behind a pair of entire span of the tunnel. The tension in the ribbons was
cylinders depends critically on the gap size between the sufficient to avoid aerodynamically induced oscillations at
bodies. In their studies of flows behind arrays of flat flow velocities up to 10 m/s.
plates oriented normal to the flow, Hayashi, Sakurai, &
Ohya (1986) found that the gap flows are biased to one Velocity was measured by an x-wire probe mounted
side or the other in a stable manner. Higuchi & on an automated traversing system utilizing micro-
Takahashi (1989) demonstrated that arranging flat plates stepper motors and a precision linear position indicator.
so that the plates form a porous curved surface normal to Traverse control and all data acquisition were performed
the flow has a stabilizing and drag-reducing effect on the on a VAXIab data-acquisition and processing system.
wake flow relative to an arrangement with no curvature. The hot-wire signal was directly digitized and linearized

using a fourth-order polynomial and temperature
In this work we consider the combined wake behind compensation. Accelerometers placed on top of each

an array of oscillating ribbons oriented parallel to the drive-block assembly provided a detailed measurement
flow. This work is particularly motivated by the need to of the motion of the ribbon array. Visualization of the
understand and control multiple wake interactions and by wake behind the ribbon array was achieved by strobe
the need for a well-defined vortical disturbance for illumination of a compact stream of smoke introduced
boundary layer transition studies. In his analysis of the upstream of the iolet contraction.
receptivity of a laminar boundary lyer to free-stream
turbulence, Kerschen (1990) models the free-stream
turbulence as a superposition of periodic vortical RESULTS
disturbances of varying wave number and orientation.
Parekh, Pulvin, and Wlezien (1991) found that an array of With no excitation, the flow behind the ribbons
oscillating ribbons can produce a controllable vortical appears undisturbed. With excitation, the individual
disturbance useful for receptivity experiments. This work wakes of the ribbons rapid.y merge to produce a
focuses on the far-field characteristics and vortex patterns combined wake. The general shape of the combined
of the combined wake of an array of oscillating ribbons, wake resembles a sine wave as seen in Fig. 2.

Visualizations at different excitation amplitudes and fixed
Reynolds number, Re, indicate that the wake possesses a

APPROACH similar shape for ribbon acceleration amplitudes, A, up to
78 m/s2. Reducing the flow velocity below about 4 m/s,

The facility used in this work is a low-disturbance, while keeping the frequency and absolute amplitude
closed-return, blower-driven wind tunnel. The test fixed at f=70 Hz and A=49 m2/s, respectively, results in
section of this tunnel measures 0.91-m wide by 0.66-m vortex shedding patterns similar to a Karman vortex street
high by 5.5-m long, and its inlet contraction has a 9:1 (Fig. 3).
area ratio. The typical streamwise velocity fuctuations
from D.C. to 10 kHz are about 0.1% of the freestream To characterize the combined wake, a set of velocity
velocity, and the transition Reynolds number on a profiles spaced 20 mm apart in the streamwise direction
polished flat plate in this tunnel is over 2.6 million, was measured. The mean wake profile has a symmetric

II-15-I1



velocity deficit which decays with x, resulting in the Dnve-b k bly
acceleration of the flow surrounding the wake (Fig. 4). _ _910,_,_ mm _

The amplitude of the fundamental component of both the
streamwise and normal velocity fluctuations, u' and v,
remained nearly constant with x up to the end of the OuK nl e =1yer p nc

measurement domain, which was 1 m downstream from S-s elr,bi,,

the ribbons. The. variation in y, however, was not (0 05 1 by 12.7 mm)6Wm

identical. The u' component has peaks at the edge of the
wake and a 180-degree phase shift across the wake. []amsc
The v' component is constant in amplitude within the core T j= =i = k b3om
of the wake and is essentially uniform in phase across the
wake at any given streamwise position. Combining the
mean flow and the u' and v' piofiles, one can compute the
streamlines of the velocity field as shown in Fig. 5. The
characteristic wavelength, )., of the wake remains Ek=r-",,cUs
essentially constant in x in the domain considered. The 91,7

phase speed (f./Uo) of the wake over a range of
velocities, U0, (6 to 10 m/s) and excitation frequencies, f, Fig. 1. Front view of gust-generating device and test
(50 to 70 Hz) and amplitudes, A, (9.8 to 49.0 m/s2) is 0.94. section.

CONCLUDING REMARKS

This work considers the combined wake of an array of
oscillating ribbons oriented parallel to the flow. Over a
range of Reynolds numbers and excitation amplitudes
and frequencies, the wake flow exhibits a stable
sinusoidal pattern with an invariant phase speed of 0.94.
The visualizations are consistent with the velocity
measurements which also indicate a sinusoidally
oscillating flow with a characteristic wavelength Fig. 2. Smoke visualization of excited wake for Uo=8 m/s,
dependent on excitation frequency. Other wake patterns f=70 Hz, and A-49 m/s2.
can be obtained by appropriate adjustment of the flow
velocity and relative excitation amplitude.
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ABSTRACT along x, and a centered scheme (4th order accurate oii an uniform mesh)
2) for the ailvection along X2; all other terms are discretised using 2nd order

Results are presented of a Large Eddy Simulationi (LES) of thle 2) centered formulae.
spatially dcselopitig planie inig lat~er Thieiinmcrical approach is based
u poll a finite differences numerical solution of the Navier-Stokes equa- Eq (2) is advanced in time with the Adamns-Bashforth predictor-
titis for the large scales iii primitive variables foriiulatioii Simulatioiis corrector schiemse and a Direct Poisson Solver is used to solve the pressure
-ire perforied for buth natural and fsrced iiixinig layors and tile results equation siill finld the pressure distribution for which the , verify Eq.
comspared with experinients results aitd Direct Numerical Simulations (1)
(DNS) BOUNDARY CONDITIONS

INTRODUTCfIION On the boundary x, = 0 the mean streamwise velocity 'U1 is as-

Tile interaction betweeni two co-flowing fluid streams having differ- suned to follow a taith profile
eiit velocities gives birth to the Plane Alizing Layer, %Inch liss been de-
finled iii a recent weork (Lowery & Reynolds 1986) as "one of thle building- U, + tah22 (5
block flows upoit wich the field of fluid mechanics is based' B~esides 2 [A 5 J
their importanlce for a niumber of practecal applicatioiis plae, inixiiig lay-
ers are of paraimouiit interest to the rei~arclier for thle insigi~t they offer where A is the ratio between the difference and the sum of the two
into lie physics of turblileiic and(] i,t particular, into the development freestream velocities Up~ aiid Vmn
of large Scale vortical structures and their interaction through the varier
pairing process Onl the bouindary xi = L both velocity comfponeints are obtained

One attractive characteristic of the plane mixing layer is its geo- frnthwaequio

metrical simplicity, wehich miakes it amenable to numserical inivestigatioits
using DNS or LES technique!. Loweer) & Reynolds amid Sandim & ai+ c-u = 0 (6)
Rleynolds 1989 have performed h)NS of mixing laye.s subjected to a pe- at 0
riodic forciitg at thle inlet to promote the grow th of periodic large StULK-
tares (fsrccd muixintg layer), %%hile Comte & al 1989 have sltidied with where c is the advection velocity of the wvave comsputed from the values
LES the c,. where the vertical structures are allowed to grow natu- of the velocity at the previous timestep
rally frott a raiidon nitt al perturbation (natural iinig layer) fIn the
present stutdy both natural and forced cases are considered in order to Oit the two traiisversal boutidaries U1 is determsined using a stress-
attaiti a miore comuplete utiderstandimig of thle physical aspects of mixing free condition, while the tranisversal velocity 7 2 is founid applying Eq

amiu assess the perfornmances of LES for this class of flows (1).

LARGE EDDY' MNODEL RESULTS

for ~ ~ ~ ~ ~ 7 th lag sclFaibes cte 'ile contditions for thte calculation, chosen to allow comparison with
The transport eutions fo th ag cl aibe alb Lowery k Reyniolds aiid the experimnital results by Dater & XWygnanski

wAritten, withI obvious meaning of thle syitbols, as 1982, are r = 0 5, where r is the lower stream to upper stream velocity

e9IJ, ratio, aiid Re = 100, where Re is the Reynolds nutmber based upon
- = 0 (1) the velocity difference between the tvwo streants and the inlet vorticity

dr thiickniess 6
s T[le compuutationial donmaiin was 130 uiiits loug atid 35

aP a, U . high, iicretised with a 340x40 grid The siibgrid stress coefficient C,
-- +V (2) was takeni equal to 0 06

at ax, ar, 0XX, c X Forced miixinig layer

ishicl ius consistent with a finiite differences discretisatioii over a staggered ile forced miixing layer is obtatined superuimposing to the meani inlet
mteshi (Sciuinanii 1979, 1%lasoit 1989) velocity a perturbation of the type

'rile conitributioni =,uI of the smiall scales is miodeled using thle w'ell
kniowii Smagoritisky siibgriul viscosity approach it. = a (i(Wkt), 4- COS(Wkt)) (7)

77u -21,,S, (3) where a is a coefficient ane? wku the fuiidamnttal frequeiicy obtained fronti

U, C~A'(2,,S, (4) lincar instaility thiewiy anld its filit twv aiffiviiila

Formationi of periodic vortical structures aitd vortex pairinig were

where S, is tile strains rate of the large scales , A thle typuical mesh size observed, as shown in Fig 1, structure wavelength atid position of the
anid C, the coefficienit relating isiesh size to filter size (see Mlason). two pairings agree well with thle boundaries of the different regions ideitti-

N01EICA TECNIQ;ESfled by Oster & Wygiianski in their experimental study of a forced layer.
NUMEICAL'rEIINIUESThe rrns values of the streamwise velocity fluctuation (Fig. 2) show tile

Eqis (1) to (3) are discretised over a staggered grid with uniforn lack of self-similarity typical of the forced mnixintg layer, computed values
mieshi 5pscing in the lonigitudinal directioni xi aiud non uniform spacing in are sensibly higher than correspondintg onies from experimenits and direct
the tranisversal directioni x2 using finite differences.: a 3th order upwiiid simtuilation
biased discretisation (Kawainuri & al l9uts) is used for thn advectioiiNnrlmxn ae

1'reseiit address . Facolt d'Itgegneria, lDipartimento hngegiieria The ntatural inixiiig layer is obtained suiperimiposinig a rat'doni per-
MI ecaitica pcr l~nergetica, Uiiiversiti~ Federico 11, 1-80125 Napoli, Italy turltation with divergence equal to 0 to the initial flowfield



Formation of large scale vortical structures was observed at ran- X
dons locations in space and time (Figs 3 and 4); vortex wavelengths X

agree well with the ones found by Oster & Wygnanqki The rms values *i

of the streaiiwisc velocity fluctuations are in good agrt-ment with the 1
CONCLUSIONS

The present LES Isss shown that it is psossible to reproduce numeri-
cahly the mails physical features of both forced and natural plane niixing Xl
layer :the process of formation and evolution of vortical structures is in
good agreement with the experiiients performed by Oster & Wygnan- Fig 3. Isovorticity contours t -162 5. Natural layer.
ski A significatihe disagreement however subsists for the forced case,
uhiere the numerical solution does isot reproduce the typical two-peaks
profile of the longitudinial rnss fluctuation Causes of this discrepancy
aire psresently iiider iivestigatioii.X
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ABSTRACT long-range spatiotemporal correlations are
inherent to the quantum-like mechanics

A cell dynamical system model for governing atmospheric flows. The apparent
aLAor!setiC flows is summarized. The model wave-particle duality is attributed to the
pred. Lo quantum-like mechanical lavs for bimodal, namely, formation and dissipation
atmosihere flows manifested as the obser- respectively of the phenomenological form
ved Long-range spatiotemporsl correla- for energy display in the bidirectional
tions, now identified as signatureu of energy flow intrinsic to eddy circula-
self-organized criticality or deterntn- tions, e.g., formation of clouds in
istic chaos. Thle model predicLtons are in updrafts and dissipation of clouds in
agreement with power spectrum analysis of downdrafts giving rise to the discrete
annual mean COADS surface pressure time cellular geometry to cloud structure. (2)
series for 100 grid points 0round the The global atmospheric flow structure
Indian region. The power spectra follow consists of a nested continuum of vortex
the universal and unique inverse power law roll circulations with ordered energy feed
form of the statistical normal distri- back between the larger and smaller
bution. scales. A complete quantitative descri-

ption of the atmospheric flow structure,
INTRODUCTION namely, the strange attractor can

therefore be given in terms of the
Long-range spatioteeporal correla tons component periodicities and their phases.

manifested as the selfaimilar fractal Such a concept of an eddy continuum for
geometry to the spatial pattern con- the fine structure of the strange
comitant with inverse power law form for attractor has recently been put forth by
the power speccram of temporal fluctua- Cvitanovic (Cvitanovic, 1988). The model
tions .s ubiquitous to real world dyna- predictions are in agreement with the
mica2 systems3 and is identified as results of continuous periodogram analysis
signatcres of self-organized criticality ot the annual mean surface pressure daa
(Ba, Tang and Wiesenfeld, 1988) or for 28 years (1961-1988) available for
deteLiciniTc chaos. Such non-Jocal about 100 grid points over the Indian
connections are manifested in atmospheric region in the Comprehensive Ocean-
flows as the selfsimilar fractal geometry Atmosphere Data Set (COADS, Release 1,
to the global cloud cover pattern con- Climate Research Program, ERL, Boillder,
conitant with inverse power law form for Colorado). The percentage contribution to
the atmospheric eddy er.ergy spectrum total variance and the cumulative per-
documented by Lovejoy and Schertzet centage contribution to total variance for
\LqGoy and Schertzer, 1986). Mathe- normalized standard deviate t values for
matical models ot atmosoheri'. flows are 20 representative grid points are shown
by convention based on tne nonlinear in Figure i. bance the model predicts
ajier-Stokes touations which do not have logarithmic spiral circulation pattern for

analytical solutions. Vinite precision atmospheric flows, the t values are obtai-
computer realizations of such nonlineat nP6 as t = (Iogx/ log 50)-1 where X is the
moo&Is for atmospheric flows are not period and the period at wnich the
totally realistic oecause of deterministic A50
chaos, i.e., sensitive dependence on cumulative percentage contribution to
initial conditions. Such sensiti-;e depen- total variance is equal to 50 and t=0. The
dence on initial conditions, namely, normal and cumulative normal probability
long-range spaLi':emporal correlations are density distributions are also plotted in
also exnibited by redl world dynamical Figure 1. It is seen that the percentage
s'ystems and is now identified as self- contribution to total variance follows
o nized criticality as mentioned closely the normal distribution. The
earlir. hC phyic ;f d e rminstic o.dness of f-t' was tasted using the
chaos zr selr-orqanized criticality in stanoacd statistical cni-square test. The
?Al wori, and model dynamical systenw, is arrows at the top and bottom in the figures

n2t yot identified. In Lhis paper a indicate respectively the values of t up
non-det.ermristic cell dynamical system to which the fit is good at 95% level of
u-odel for atnospheric flows (Mary Selvan significance for the normal and cumulative
19goal is summarized. normal probability density distributions.

MODEL PREDICTIONS Incidentially, the power spectrum of
the chaotic Lorenz attractor (Lorenz 1963)

(I) The mignatues of determinictic also exhibits the iniversal inverse power
chaos in aLcospher)c flows, namely law form of the 6tatistical normal

!!-17-1



dist ibution as shown at Figure 2. The REFERENCES
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D0spersion in a turbulent boundary layer was measured in a again a rapid decay after the "end', E, the hill. For source
wind tunnel downstream of a long thin heated wire placed normal position D, within the recirculating separated region,
to the flow. The boundary layer was formed on the floor of the concontrations are roughly constant up to the end of the hill.
wind tunnel and was tripped at the entrance of the working Beyond that point significant drop In the concentrations occur, as
section. Part of the tunnel floor was occupied by a low symmetric ais, ohserved by Castro and Snyder (1982) for three dimensional
two-dimensional hill of the Jackson and Hunt (1975) type, y = ni:Is The distancu fhOm the surface where the maximum occurs
H/(1 + (x/I)'), where H is the height of the hill, see Fig. 1. Thus (not shown here) generally decreases as the top of the hill is
the boundary layer experiences changes in curvature, from approached and then Increases.
concave to convex, separating in the leeward side of the hill The ground !evel concentrations, Cw, shown in Figure 3 drop
before reaching the convex part. The importance of curvature in with increasing x. for all but the mostly elevated, y./b. = 0.9,
a similar type of flow was discussed by Baskaran et al. (1987), source position where a maximum is observed at the top of the
who also noticed the formation of an internal, 'sub-boundary hill. The intensity of concentration fluctuations, presented in
layer*. Our case is different in that the boundary layer height to Figure 4, Initially exhibits a dependence on y, and source size.
the heiaht of the hill near the upstream foot of the h;ll is about 2.0 Our data are In qualitative agreement with the predicted values
while in their case was 0.4. However the boundary layer from the Random Flight Model 'jr a fiat boundary layer (Sawford
characteristics are qualitatively the same i.e. the skin friction 1984) the main difference being in the location of the maxima.
reaches a minimum near the foot of the hill, rises to a maximum The streamwise position where the intensity is maximum
before the top and drops to a minimum close to zero near depends on the ratio of the source size to the turbulence length
separation. The boundary layer displacement thickness, denoted scale at the source elevation, y.. n the region of the top of the
here by 6 (and by 6 its value at the source), changes in a hill the intensity tend to increase and drop again in the leeward
reverse manner. side.

The positions of the line source with respect to the hill are The centroid of the mean concentration profiles, pY
denoted by the letters A, B, C, D in Fig 1. The source was vCdy/TCdy) which isa measure of the mean heated particle
placed at various distances, Y., from the wall, resulting in -isplacemint from the wall (Chatwin, 1978), Is initially of the order
dimensionless wall units y+, between 5 and 90. At position D, of y. and then increases an <. see Fig. 5. However as the
where the flow has separated ysiH - 0 017. In all cases U0H/v maximum height of the hill is approached it decreases and in the

1.2x10 4, where Uo is the free stream speed we:! upstreairi of separated region it increases again but faster than x. A !ow

the hill. decrease is observed after the end of the hil. A similar behaviour
The purpose of this experimcnt was twofold: To simulate is noticed for the second centrold centered moment of the

corresponding environmental flows and provide data for the concentration profiles ( f, ,,-Y) Cdy/ Cdy, a measure of the
validitation of numerical work , o,,eo on a Laqrangian Random dispersion of marked particles) which is shown in Figure 6.
Flight Model (RFM). We are interested in the affects of
inhomogeneity and curvature on turbulent dispersion. The References.
intensity of concentration fluctuations, cRMS/C, far downstream
of a line source appears to aporoacn a constant value in grid BASKARAN V., SMITS A and JOUBERT P.N., 1987, J. Fluid
turbulence, Stapountzis et al. (1,6) while continuously decays Mech., vol 182, pp 47-83
in a 'nearly homogeneous' turbulent shear flow, Stapountzis and CASTRO I.P. arid SNYDER W.H., 1982, Atm. Env., vol 16, pp
Britter (1989). In a plane turbulent boundary layer inhomogeneity, 1869-1887.
which causes concentration flucluations to Increase, competes CHATWIN P.C., 1978, Int. J. Heat Mass Tr., vol 21, pp 367-368
against shear and according to Sawford's (1984) calculations the DURBIN P.A. and HUNT J.C.R., 1980, Journ. de Mecanique, vol
intensity of concentration fluctuations should tend to be constant. 19, pp 679-695.

The results of the experimental part of this work are shown in FACKRELL J.E. and ROBINS G., 1982, J Fluid Mech., vol 117,
Figures 2 to 6 and compared with other people's work refering pp 1-26.
to dispersion from i;ne or point sources in flat terrain. The non- JACKSON P.S. and HUNT J.C.R., 1975, Quart. J. Roy. Met. Soc.
d-rn.sionalizing concentrai;on,C, is not common to all ,ol 101, pp 929-955
experiments, therefore there are some dfferences In the levels of PARANTHOEN P, FOUARI A, DUPONT A arid LECORDIER
maximum and wall concentrations C and Cw resoectively. In J.C., 1988, Int. J. Heat Mass Tr., vol 31, pp lb 165.
our case Co = P/(pU(y)c y), where'is the power'fed irto the RAUPACH M.R. and LEGG B.J., 1983, J. Fluid Mech., vol 136, pp
wire per unit length, p is Ine air density and cp the specific heat 111-137.
at constant pressure. SAWFORD B.L., 1984, Workshop on Updating App. Diff. Models,

Figure 2 shows the variation of the mean maximum Clearwater, Florida, U.S.A.
concentration (temperature) downwind of the source at distances SHLIEN D.J. and CORRSIN S., 1976, Int. J. Heat Mass rr., vol
xs, measured along the surface of the hill. For elevated sources 19, pp 285-295.
such as ours the Initial decay rate of Cmx is close to xf", as STAPOUNTZIS H., SAWFORD B.L., HUNT J.C.R. and BRITTER
found by other workers, it is followed by an increased rate of R.E., 1986, J. Fluid Mech., vol 165, pp 401.424.
decay in the leeward side of the adverse pressure gradient of the STAPOUNTZIS H. and BRITTER R.E., 1989, Turb. Sh. Flows 6,
hill, by a considerably slower rate in the separated region and Springer Verlag, pp 97-108.
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Abstract

Large-eddy simulations have been performed in straight ducts viscosity model of the Schumann type, see Schmitt (1988).
with square cioss section at a global Reynold. number of 49000 A leapfrog-scheme serves to integrate (3) in time. Chorin's

in order to piedict the complicated mean and instantaneous projection method leads to a Poisson equation for the pres-

flow involing turbulence-drien secondary motion. Isotropic sure correction which is solved at each time step with direct

grid systems were used with spatial resolutions of 128 * 322 methods. A FFT of Poisson equation provides a set of decoup-

and more. The secondary flow not only turned out to develop led two-dimensional Helniholtzproblens which are solved with

extremely slowly from its initial conditions but also to demand a cyclic reduction technique dueto Schumann & Sweet (1976).

for fairly high resolution. The obtained statistical results are Artifical wall boundary conditions are used following ideas of

compared with measurements wherever possible. Schumann (1975) and Piomelli et al. (1989).

1. Intr3duction 3. Results

The study of fully-developed turbulent flo%% in straight ducts The flow and computational parameters refering to the pre-

of square cross-section is of fuidamental interest to fluid dy- sented results are summarized in Table 1.

namicists and of practical importance in man), engineering ap- Reyiolds number Re6  HUblv 49000
plications. In the past a considerable number of experimental Domain size L ,b R = (4 .1 I)
and numerical investigations have been carried out Onlyfe Numbers of grid points N N, * N3  128*32*32
of the experimental data refer to really fully-developed flow Mesh volume (1/32)3
and can be used for comparison with confidence The reason Numbers of time-steps 2Numbrs f tie-seps52000
is that the secondary motion encountered in such noncircu- CPU hours for time averaging, Ctay YMP 24hr
lar ducts takes very long distances to reach a developed state Dimensionless time increment At 0.025

(certainly more than 150 hydraulic diameters ) and that the Dc
secondary velocities are very small ( of the order of 2 - 3% of Table 1. LES parameters

the streamwise bulk velocity ) and thus difficult to measure
accurately. Most of the numerical investigations ate based on
the three-dimensional time-averaged Navier-Stokes equations U6 is the bulk velocity. Figure 1 compares the computed mean

incorporating different turbulence models up to SOC models streamwibe velocity profile along the corner bisector (dashed
The state of the art till 1982 is reviewed in Demuren Q Rodi line) with measurements of Brundett & Baines (1964), Ges-

(1984) The nonlinear k - I model of Speziale (1987) which sner & Emery (1980) and with data of Demuren & Rodi's
has recently been applied by Ilur et al. '1990) prcdic s the (1984) turbulence model. The LES result agrees well with
flow fairly well, however furthe, work on model development these data but also with the turbulence model. Mean secon-

is still desirable. dary velocity distributions alony the wall bisector are shown

2. Basic equations and SGS model in figure 2. The LES ((lotted) profile is close to Naot & Rodi's
(1982) prediction and Gessner et al's (1980) measurement at

WefollowSumann's apr ach (1975 of integrat = .eNavi- least what the maximum is concerned. Contours of the mean
er-Stokes equations over the grid volume AV =Ax~mytz to primary velocity (< U/U,,, >= 0.8,0.9) are plotted in fi-

obtain the basic filtered equations describing the transport of gury efoc it h e n daa otGessn et
massandmomntum Innondimesioal orm heyare gure 3 for comparison with experimental data of Gessner et

mass and momentum. In non-dimensional form they are al. (dashed-dotted line) and predictions discussed in Demuren

3 & Rodi (1984). The LES result (- . -) shows undulations

E AA, ( V(x, + Azx/2) - 1,(x, - Az,/2)) = U (1) in the contour lines which are due to insufficient spatial reso-
3=1 lution. Finer grids will remove this effect. Mean secondary

flow streamlines are presented in figure 4. The lower half of
A, V _7Ix/+ the diagram corresponds to the LES result, whereas the upper

)[= A,( V+ half is taken from Hur et al. (1990) showing predictions with

-A A, "(V, + + + p6,2 - u = u Speziaie's nonlinear model (1987) ( curve C, Re = 42000 ) and
(2) computationsofNakayamaet al. (1983) (curveB Re = 83000

The filtered stress tensor is proportional to the filtered defor- ), as well as measurements of Gessner & Jones (1965) (curve A,
ination tensor D,, and reads: Re = 15000). The Reynolds stress - < U"W" > is compared

in figure 5 (upper half) with Speziale's model (1987) (curve C)
= 1 Reb = . (3) and measurements of Melling & Whitelaw (1976) (curve D).

WT Undulations in the contour lines obtained from the LES are

In (2) and (3) the f..ce averages over the cell-surface AA, again a result of the central finite difference scheme used. In-
whereas i is defined as a cell-volume average and related to stantaneous V- fluctuations in fig. 6 taken from plane y = 11/2
the cell center. (3) is solved in a staggered grid. The subgrid give an impression of large scale turbulence structures being
scale (SGS) stress V,'V,' is computed from a two-part eddy- convected through the duct.
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ABSTRACT Eq (1) very well. The subsequent processing of the oceanic
data, however, revealed so great a scatter of points on the em-
pirical curves t9(() that the idea of self-similarity of a ther-

Theoretical model of thermocline is proposed based on heat mocline became doubtful (Miropolsky et al. 1970; Res' 'ova
transfer equation, balance equation for turbulent kinetic en- , Chalikov 1977). Malkki & Tamsalu (1985) rehabilitated
ergy and hypothesis on governing parameters of intermittent this idea to a certain degree on a phenomenological basis.
turbulence generated in a thermocline by breaking of inter- They noted that the form of the function 0(C) considerably
nal waves and turbulence/waves interaction. The solution of depends on the behaviour of the mixed layer and obtained
a propagating-wave type obtained on this basis explains the- the following expressions as a result of processing the Baltic
oretically the approximate self-similarity of temperature pro- Sea data:
file in a thermocline of Kitaigorodskii & Miropolsky (1970)
type The model contains two dimensionless constants whose o f 1 - (1 - C)3  at dh/dt > 0

values are found by means of comparison of the solution with 1 - 4(1 - ()
3 + 3(1 - )4 at di/dt < 0- (2)

the results of laboratory experiments oi penetrative convic-
tion (Deardorff ct al 1980). The results of numerical siiniila- 3. The theoietical explanation of the self-similaity of thle-
tion of the thermocline in Deardorff , Willis (1982) expei- mocline in case of the mixed layer growth dh/dt > 0 was
inients oii shear flow in annulus show reasonable agreement given by Turner (1978). ie noted that the heat tiansfer equa-
with the laboratory data tion

0' 0 OT
a~l aK OT(3)

at 0: 0:

1 Two stiiking empircal facts iepresent a starting point of wheie K is the effcctivc heat conductivity, has the following
the discusion self-similar solutioi of a piopagating-wave type in the ieg;oii

(i) vertical temperature profile in a thiermochne, a iegion z > h(t) at dlh/dt = coast > 0.

of supercritical stability adjoining a timbulized layer, piove T(z, t) = T(z') where z' = z - h(t) , (4)
to be self-smnila in a seiies of laboratory experimnents and,
though with much less accuracy, in natural watei reservoits wiiich is easilx reduced to the form given by Eq (1).
(Kitaigoxodskii & Miropolsky 1970), Turner took K = -[11(dh/dt)/AT]dT/dz , where 1 is a
(ii) comparison of the experimental data oii kinematic heat length scale, and examined the thermochne development in
flux Q and vertical temperature gradient dT/dz shows tl,,At a two-layer fluid, when the boundary conditions are
the effective heat conductivity K = -Q/(dT/dz) is much
higher than the molecular one, and, rather unexpectedly, m' 7' = '., at z = h, TF = T1.,. dT/dz = 0 at z = h + Ah (5)
higher the higher is -dT/dz, it contrast with the well-knmown
inverse dependence of K on -dT/dz wich takes place li a Tie thud one allows to detei mine the thermocline thickness
weakly stable shear flows (Gill & Tiefethen, unpublished; Ah. At T/ = coast, A'!' = coust and 1 = const the

Turner 1978) solution of the problem belongs to a class given by Eq.(4)
and can be written as the second line of Eq.(l), where 0 =

2 Tie following phenonienological expression for the teni- I - (1 - C)2 , Ah = 21 If T, varies slowly with time such

perature profile in the oceanic seasonal thermoclhne was sug- that dT/dt > 2(dh/dt)AT/Ah, the above expression is no

gested by Kitaigorodski, & Miropolsky (1970): longer exact but an approximate solution
In support of his formula for the effective heat conductivity,

f 7at 0 < z < h Turner referred to Gill and Trefethen, who discoveied tuat

T' 'F, - AT0(C) at h < z < h + Ah. (I) K in a thermocline increases with the increase of -di'/dz (in
contrast with the usual inverse dependence of K on -dT/dz

Ilere z is the depth; h is the niixed layer thickness, Ah is in weakly stable shear flows).
the thickness of the thermocline; AT is the temperature dif-
ference across it; ii is a function of dimensionless variable 4. The direct dependence of K on -d7'/dz in thirmocline

= (z - h)/Ah satisfying the following boundary condi- can be caused by the following mechanism. The disturbances
tiois' 0(n) = 0 , 0(1) = 1 at the lower boundary of the mixed layer generate internal
Laboratory experiments on deepening of the mixed layer in a waves which tiansfer kinetic energy downwards. The occur-
stably stratified fluid (Linden 1975; Wyatt 1978) confirmed rence of breaking waves manifests itself in generation of tur-
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bulence spots, i.e. the waves expend a part of their energy tion experiments, which allo' -d to determine the dimension-
for maintenance of intermittent turbulence. It is precisely the less constants. Using these constants, numerical simulation
same mechanism as was implied in Turner (1978). Neverthe- of the temperature profile evolution in Deardorff & Willis
less in his formula for K the buoyancy parameter # = gaT (1982) shear flow experiments in annulus showed the quali-
(where g is acceleration due to gravity and aT is thermal ex- tative agreement between theoretical and laboratory results.
pansion coefficient) was somehow overlooked.
Thus, the list of parameters governing the intermittent tur-
bulence in a thermocline must include f, dT/dz and 'he
length scale 1, in which capacity Zilitinkevich et al. (1988) as- REFERENCES
sumed the amplitude of disturbances at the mixed-layer/ther-
mocline interface. Then the following formula for K is ob- DEARDORFF, J.W. & WILLIS, G.E. 1982 Dependence
tained due to the reasons of dimensionality: of mixed-layer entrainment on shear stress and velocity

jump. J. Fluid Mech. 115, 123-149.
K = C'(-/3dT/dz)"/2 

,. (6) DEARDORFF, J.W., WILLIS, G.E. & STOCKTON, B.H.

where C is a dimensionless constant. 1980 Laboratory studies of the entrainment zone of a con-

Using Eq.(6) and solving Eqs (3),(5), we obtain vectively mixed layer. J. Fluid Mech. 100, 41-64.
KITAIGORODSKII, S.A. & MIROPOLSKY, Yu.Z. 1970 On

16 tie theory of the open ocean active iayet:-v. Akad. Nauk
I (1 - )3 ,Ah =-C,2 (3AT)-(dh/d) 2  (7) SSSR, Fizika Atmosfery i Okeana. 6,178-188.

KREIMAN, K.D. 1982 Laboratory modelling of turbulent
where the half thickness of the thierinochine h serves as entrainment in thermocline. Trudy LGMI. N77, 147-149.
the vertical scale I for disturbances at tie external boundary LINDEN, P.F. 1975 The deepening of the mixed layer in a
of the mixed layer. stratified fluid. J. Fluid Mech. 71, 385-405.
The first formula of Eq.(7) coincides with the upper line of MLKKI, P. & TAMSALU, R. 1985 Physical features of the
the empirical Milkki and Tamsalu Eq.(2). The second one Baltic sea. Finnish Marine Research. N252, 110 p.
is conflimed by the data of laboratory experiments on deep- MIROPOLSKY, Yu.Z., FILYUSHKIN, B.N. & CItER-
ening of the mixed layer due to tle current shear (Kreiman NYSHKOV, P.P. 1970 On the parametric descrip-
1982) and penetrative convection (Deardorff et al. 1980). At tion of temperature profiles in the active ocean layer.
(3ATh)-'(dh/dt) > 10' these data are reliably approxi- Okeanologiya. 10, 1101-1107.
mated by the expression Ah/h = 7600(3A'h) - (dh/dt)2 , OZMIDOV, R.V. 1983 Small-scale turbulence and fine struc-
which gives C = 10-'. ture of hydrophysical fields in the ocean Okeanologiya.

23, 533-537.
5. To include I into the set of unknown quantities, we make RESIlETOVA, O.V. & CHALIKOV, D.V. 1977 On the
another step by supplementing Eqs '(3),(6) with the balanmu universal structure of the active layer in the ocean.
equation of tuibulent kinetic energy- Okeanologiya. 17, 774-777.

TURNER, J.S. 1978 The temperature profile below the sur-
Oe/ot = -aF/Oz - /3Q - c, (8) face mixed layer. Ocean Modelling. Nl1, 6-8.

WYATT, L R. 1978 Mixed layer development in an annular
where e is the turbulent kinetic energy per unit of fluid mass; tank. Ocean Modelling. N17, 6-8.

/3Q = -3KdT/dz is the energy loss for overcoming of the LT eaC M .li, NE7, .
ZILITINKEVICH, S.S., KREIMAN, K.D. & FELZEN-

buoyancy forces; c and F are viscous dissipation rate and BAUM, A.I. 1988 Turbulence, heat exchange and self-
vertical flux of this energy. similarity of the temperature profile in a thermoclne.
We use the hypothesis, according to which 0, dT/dz and Dokl. Akad. Nauk SSSR. 300, 1226-1230.
I are the governing parameters of the turbulence regime un-
der consideration. Then, due to dimensionality reasons, the
following expressions for e, 3Q , e and F hold true:

e = CEI2 N2 , #IQ = CQI 2N3,

= C,12N 3, F = -CFI2N 2
PN2, (9)

where N (-,dT/dz)'/2 is the buoyancy frequency; CE,
CQ, C, and CF are dimensionless constants; I is the tur-
bulence length scale. The same expressions for e and Q were
obtained earlier by Ozmidov (1983) from consideration of
the energy budget in a turbulent spot. The third expres-
sion of Eq (9) presents the vertical flux of energy in a tradi-
tional form as a pioduct of a turbulent exchange coefficient
(cx lN) and the vertical gradient of turbulent energy.
The system of Eqs.(3),(8),(9) is closed. With respect to the
vertical coordinate it is of the second order relative to both
T and I.

6. The suggested theoretical model is applied to calculation
of the vertical structure of thermocline. The analytical solu-
tion of the propagating-wave type is obtained and compared
with the results of Deardorff et al. (1980) penetrative convec-
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Abstract only. In the inner region we follow the practice of Chen and

A tiee equation turbulence model is presented. Two scale Patel("), and use a single equation model 0). The two scales
Ateeequationeused, turbulage nd fr p eted. s alie. are calculated in the inner layer from algebraic relations and
equations are used, foi the large and for the small eddies. matched with the external solution at the interface. The
The viscous wvall sub-layer is treated by a reduced one- algebraic scales are so devised as to ensure that they exhibit
equation model, which produces correct asymptotic behav- tne correct asymptotic solution on the wall.

ior near the wall. The predictions of turbulent quantities

near walls, are better than those obtained by previous two- 2. Presentation of Model
equation models. 2.1 Outer domain Two-Scale Model

1. Introduction The variables of the triple equation model are the turbulent
1.1 Scale Formulation kinetic energy k, the turbulent time scale r and the dissipa-

tion rate e The energy equation is written in the following
Most two equations models use the dissipation rate as a form:
measuie of scale. Modeling of this equation is often con-
sidered unsatisfactory (1) Thus J3ernard (-) reported poor D" Pt ) -k + Pk
modeling of the pressure diffusion term, while Mansour P"t = x p +"o + - pDk (!/

et al. 3) and Patel et al. ") reported incompatible Low- Pk is the production term and depends on the mean strain.
Reynold number damping functions, and wrong asymp- The turbulent viscosity pt is calculated by the large-scale-
totic behax ioi of turbulent quantities neai walls 0). In par- model k -- -, while the decay term is related to the dissipa-
ticulai these drawbacks cause poor prediction of the near- tion rate model:
wall peaks of the turbulent kinetic energy and dissipation

rate 0) jt = Cvpkr Dk = 6 (2)

A possible cause may be that single-point two-equation The time scale equation is written after Zeierman and Wolf-
niodel requires the assumption of spectral similarity The shtein ('):
problem may be oveicome by a solution of the energy equa- .9
tion in the wave number space. Hanjalic, Launder and p D - a , + t , j +aC-'irjk-pCd, k (3)

Schitel ("). suggested a sunplification by the use of a small Dt aX, axr ] O

nu ibei of domains in the wave number space, and a typical The dissipation rate equation is written in high Reynolds
scale foi each domain Following (5) we use in the present number form.
xoi k- two qpectral domains, for the large and small eddies De ax,]

A mayn ~gacuh is the rapd change in flow chaacteristic s D 0[ ,)O] ,, ,

xNith the distance from solid walls. Wall-functions or solu- Dt ax,' 00 + 09- - (4)

tion up to the wall using Low Reynolds number coirections using (p, the energy transfer rate related to the large scales,

weie setexe! criticized by several authors (2,3 4,6) On one defined as follows:
hand it was shown that the existing Low Reynolds-number ep = Cg,k (5)

iiodels (ho not provide correct asymptotic behavior near C
solid Iklls (). and on the other hand, ir. many flows the va- The energy dissipation rate now responds only slowly to

lidity of the Wall Functions assumptions is questionable (5). the applied mean strain, giving a better representation of a

An alternative appioach, the use of double layer model (6), rapidly changing turbulence field. The decay term,, on the
enables the diffusion of turbulent energy down to the wall, other hand, depends only on the high wave number region.
while the known length scale profile near the wall may be 2.2 Inner Domain
easily retained.

1.2 Present contribution In the thin wall layer, a single equation for the turbulent
energy is solved (eq(1)). Algebraic scales are used for cal-

In this work we use two-scale model, a time scale equation culation of the turbulent viscosity pt and the decay term:,

for the big, eneigy carrying eddies and a dissipation equa- kI
tion for 'Jhe small dissipative eddies. However, as the energy At = p (Cfy) k = pL~k c = - (6)
contet of the small eddies is negligible, only one turbulent L,

energy equation, for the big scales, is solved. The turbu- Like in the external two-scale model, different length scales

lent diffusion and production of energy are related to the are specified for pt and c. It is also consistent with asymp-
energy and scale of the big eddies, (the time scale r in this totic analysis of. scales near the wall. It can be shown that

paper (7)), while the decay term in the energy equation is the scales behave in the following manner for y --+ 0:

obtained from the high wave number scale (the dissipation = Ay 2 
- BY, + 0(Y)

rate ). The triple equation model utilizes partial differen- 3 = y  + (Y) (7)
tial equations in the external part of the boundary layer L, = A,y - Bey 4 + (y r)

''I-I-



It may be noted that at very small distances from tht wall 9. Israeli M. and Livne A., Aerodynamic Laboratory Re-
LI, varies as Y2 while L, varies as y3. In the outer part of port No. 160-073. Technion, Israel, 1977 (in Hebrew)
the innei layer the scales are continuously approaching the 10. Aral ,. and Wolfshtein M., Proc. Turbulent Shear Flow
values of the outer layer. The scheme is not sensitive to the 7, 1989, pp. 5.4.1-5.4.6.
location of matching interface, as long as it is kept beyond 11. Arad E. and Wolfshtein M., Int. Symp. or. Comp. Fluid
the %iscous dominated zone. Dyn., Sydney, Aust., 1987.
3. Numerical Method 12. Arad E. and Wolfshtein M., 16th. Cong. of Int. Council

of Acro. Sci., Jerusalem, Israel, 1988.
The piesent papei is limited to parabolic boundary lay- 13. Klebanoff P. S., NACA TN-3133, 1954.
ers flow The solver used belongs to the OCI family and
was developed by Israeli and Livne (9) The scheme is of
fourth older accuracy, and can produce rather accurate re-
sults with coalse mesh, The method retains the tri-diagonal Flat Plate

forni of the matrices, and is easy to solve. Implementation LEGEND
of the scheme to boundary layers was described in previous Rt,
publications (iO 1,12)k

4. Results and Discussion

The tet cases drsplayed below are a flat plate boundary
layer t'), and a 2D diffuser AF0141 (1) (with strong ad-
verse pliessure gradient). The flat plat boundary layer is 0
a case which allows reasonable agreement with experimen-

tal data In the diffuser flows, large discrepancies have ex-
isted between computation and measurements (10), Con-
sideing first the flat plate case, the solutions obtained by -r 0.0 0A OA O.A a.. 1.0

the two-scale double-laer method are compared witl solu- I _Y - --
tioris obtaine(i bN two-equation models. The later are per- Fig 1:. Turbulence kinetic energy profiles for a flat plate
formed with either wall functions (WF) or Low Reynolds flow (13)
number solution t to the wall (SW). The measurements
of Klebanoff ("i) are also plotted. It is shown in figuie 1,
that the quality of the pIe(iction of the energy peak near

the wail is inproted The improvement is mnore significant AFOSR 0141
in the preence of adveise pressure gradient: Plots of the LEGEND
kinetic turbulence energy for two x stations (Figures 2-3)g .. model

show good agreement with experiment of the present model, 6 experiment
while tIre k-I Low-Reynolds model fails to predict the energy

peak. Good agreement was also obtained for other turbu-
lent vaiiables, like shear stress or c, but the results are not
displayed here because of limitation of space. d

5. Conclusions

The two-scale model is highly flexible in treating wall flows
Yet it does not require much more computational resources
than two-equation model Computational results presented 0000 0 00 . 0-o 005 0 6 o0 0 005 001 0l .o16 0.6 0o 0 6 5 0.0o30

show that this model predicts well the turbulence quantities X 1.04 y
near the wall. where other models performance is poor. The Fig 2' Turbulence kinetic energy profiles for a 2D diffuser
model is now evaluated for other types of wall flows. flow, X=l.04 (AFOSR0141 (i)
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ABSTRACT The prediction of three cases, which exhibit characteristic

The predictions of various turbulence models are corn- features encountered in the hypersonic boundary layers dis-

pared for different compressible boundary layer experiments cussed above, are mainly detailed, i.e.

Algebraic models seem to be superior in the wall region while 9 An experiment performed by Owen and Horstman, of

transport equations are required in the outer part of the bound- an hypersonic boundary layer , at a Mach number about 7.2,

ary layer A two-layer model is thus proposed to improve the without pressure gradient, on a cold wall, to investigate the

prediction influence of high Mach numbers and compressiblity effects on

INTRODUCTION 
turbulence,

For hypersonic airbreathing aircrafts, a good knowledge e A supersonic boundary layer experiment performed by
of he son c !a dvelpent i s ipraftat too pesey Carvin, at a Mach number about 2, without pressure gradient,

of the boundai-, !ayer development is important to precisely on a hot wall, to investigate the influence of a hot wall and
determine the boundary layer thickness at the engine inlet as hence a thick wall region,
well as the friction drag or the wall temperature o A supersonic boundary layer experiment performed by

Such turbulent hypersonic boundary layers have some spe- Lewis, Gran and Kubota, with adverse and then favourable
cific features the wall region can be thick and fill an impor- pressure gradients and Mach numbers ranging between 2.3
tant part of the boundary layer, compressibility effects on and 4, on an adiabatic wall, to investigate the influence of
the turbulent motion are to be expected and should be ac- severe pressure gradients in compressible flows
counted for in the turbulence model while significant heat
transfer occurs in the boundary layer and must be accurately The main conclusions of this comparison, which are now

represented used as guidelines in the development of hypersonic turbu-

Turbulence models commonly used to compute compress- lence models, are the following '
ible boundary layers have first been reviewed. The key con- e As in transonic or incompressible flows, algebraic models

clusion is that these models are often crude extensions of in- are well suited to compute the wall skin friction or the wall
compressible models and that compressible turbulence effects, heat flux, as the turbulence is in equilibrium in the wall re-
when accounted for, are generally modelled by us ng approx- gion but give poor predictions of the velocity or temperature

imations which are not Galilean invarients profiles for boundary layers submitted to severe pressure gra-

COMPARISON WITH EXPERIMENTS d ients (Fig. 1). On the contrary, transport equations models

In order to evaluate the capabilities of mod s and to iden- give poor predictions of wall values but fair predictions of theIn oderto ealute he cpablites o mo~lsand o iea- velocity or temperature profiles for boundary layers submitted

tify their main advantages and drawbacks, various algebraic, to severe pressure gradients (Fig. 2).

one- and two-equation models have been tested on a set of rel- t Invte pers as aFge d a o
evan exerimnts usig abounarylaye aproe h t hav a In the hypersonic case, a large discrepancy is observed

evant experiments, using a boundary layer approrch to have a between the experimental and computed turbulent stresses

fast, cheap and accurate numerical prediction Tne drawback and heat fluxes A part may be due to experimental un-
of a boundary layer approach is that only a few test cases are certainties The best prediction is achieved with the k - c
available which really satisfy boundary layer hypothesis In models The scatter between the various predictions evidence
addition, data on turbulent stresses and heat fluxe, are rare the importance of compressibility corrections.
The tested turbulence models are. * A model which accounts for the increase of the turbulent

* A simple mixing length model, using Michel's mixing Prandtl number in the wall region is needed to better predict
length formulation, Van Driest damping function, and a con- the wall region over a hot wall. Viegas model, which predicts
stant turbulent Prandtl number is used as a reference, a decrease of the turbulent Piandtl number in the wall region,

e The Cebeci-Smith model, with Pletcher's correction for behaves poorly. The turbulent Prandtl number variations af-
!ow Reynolds number effects, fect s;gnificantly the shape of the enthalpy/velocity diagram

" The Baldwin-Lon,,A model, for adiabatic walls but have little influence on cold walls

" The CLIC model, which uses Cebeci-Smith model in the @ In the outer region of the boundary layer, the enthalpy/-
inner region and Michel's mixing length in the outer region, velocity diagram is poorly reproduced as the decrease of the

* The one-equation model of Rubesin, in the compressible turbulent Prandtl number in the outer region and the sharp

version used by Viegas and Horstman, intermittency profile in hypersonic flows are not well repre-
* The Jones- Launder k - c model, sented by the models (Fig. 3).
* The compressible version of this model, as developed * Many models are calibrated to reproduce the slope of

by Galm~s and Dussauge, with a somewhat different set of the logarithmic law but usually fail to reproduce the intercept

coefficients tuned at CERT/DERAT, value. It is however possible to extend Granville's analysis to

@ The Wilcox q - w model compressible flows to improve the ntercept value prediction
for algebraic models
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Fig 1 - Lewis et al experiment - Prediction of the velocity Fig 2,-, Lewis et al experiment - Prediction of the velocity

profile at the beginning of the favourable pressure gradient profile at the beginning of the favourable pressure gradient

region - Algebraic models region - Transport equations models

1 Fxperiment

Van Driest
1.25 ---- Cebeci-Siuiili Mach 1 03C 10'Ct Ratio

0 ic (Van Driest) (Model)
60 2 1.92 2.018 1051

3 149 1.582 1.062

0.75 /. 5 0.912 0.9960 1.092
-. 8 0.504 0.5706 1.132

............ ... Table 1 - Two-layer model Evolution of the skin friction
coefficient versus Mach number for an adiabatic flat plate flow
(Re= 10000.)

Om-  T. / T.. 1O3C! CfICI,. 2St/C

-0.25 (Model)
0.2 1.458 1.464 1.204

_050_0 4 1.311 1.316 1.208

(100 (120 11.401 0.60 1 HO i.00 0.6 1.186 1.191 1.211
U/UC 1 0 8 1.082 1087 1.213

Fig 3 Lewis et al experiment - Prediction of the en- Table 2 - Two-layer model -Evolution of the skin friction
thalpy/velocity diagram - Algebraic models coefficient versus Mach number for a Mach 5 flat plate flow

(Re = 10000 )

* The Baldwin-Lomax model, which is often presented as gether with a revised form of the Galm s and Dussauge k - c
a derivation of Cebeci-Smith model to allow an easier im- model in the outer region A constant turbulent Prandtl num-
plementation in Navier-Stokes codes, does not include some ber is presently used but this must be improved. Results of
features of the Cebeci-Smith model such as a variable tur- first tests, on the skin friction coefficient and Stanton number
bulent Prandtl number or a pressure gradient term in the variations for a flat plate flow at Re = 10000, are presented
wall damping function and behaves quite poorly at high Mach on tables 1 and 2
numbers. The numerical properties of the model, especially
for transport equation models, are important to allow an easy
implementation.

TWO--LAYER MODEL
From the above conclusions, a two-layer model is pro-

posed. Ir, the wall region, a simple one-equation model, which
is a revised version of the Norris-Reynolds model, is used to.
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section is about 142. Thus, the flow should be fully developed at

Abstract the measuring station.
The average or bulk velocity and corresponding Reynolds num-

An experimental study of the effect of swirl on the turbulent flow ber are, respectively, 29.8m/s and 2 .64x104. Comparisons are
in a tube is presented herein. The mean rotation is produced by made to the smoothe tube data of Laufer (1953), Sandborn (1955),
means of small spiral flutes on the tube wall. The flutes are found and Schildnect et al. (1979) which corespond to bulk Reynolds

to lead to a mean fluid rotation rate which, except very near the numbers of 4.49,4.48, and 1.72x10 4 .
fluted surface, is much less than that which would correspond The probe used for the measurements consists of three sensors.

to the mean velocity and flute angle The flutes also have an Two hot wire sensors, 1.25mm in length and 3.8pm in diam., in
unexpected effe.t on the mean axial velocity. For example, near an "X" configuration which are sepaiated by 0.5mm, are used
the flute valley, the radial gradient of the mean axial velocity is
significantly reduced relative to that for a smoothe tube at the to measure two time-resolved velocity components. In addition,

same Reynolds ,uniber and relative distance from the tube wall mounted normal to tile plape of the "X" array, 0.6mm upstream

while that near the crest is unchanged. As expected, the effect of the center of the "X" array. The frequency responses of the hot-

of swirl on the turbulent -eIocity fluctuations is to reduce the and cold-wires are 30 and 8kHz respectively. All are calibrated

radial component. The azimuthal turbulent velocity component both before and after the collection of data.

is also reduced while at some radial locations, the axial turbulent The voltages from the two constant temperature anemome-

velocity component is increased. ters and the A.C. Wheatstone bridge are passed through cali-

brated buck and gain amplifiers which remove the mean voltage
Introduction and amplify the fluctuating portion of the signal so for recording

The goal of the present study is to investigate the effect of swirl on an FM instrumentat:on tape recorder which has a frequency

on the turbulent velocity field in a tube flow where the swirl or response of l0kHz. The recorded signals are played back, low

mean azimuthal velocity does not vary with downstream distaitce. passed filtered at lOkHz, and digitized at a sample rate of 10240

This type of flow is of both fundamental and applied interest. samples/sec by means of a Tustin 14 bit AD converter which is

From a fundameital point of view, it is expected (cf. Bradshaw equipped with simultaneous sample and hol- . circuits. The data

(1973)) that the swirl should lead to a reduction in the root mean triplets corresponding to 30sec of data are analyzed an LSI 11/23

square of the turbulent radial velocity component. Tubes with computer.

swirling flows have been produced by means of tangential injec- Two types of data sets are obtained and analyzed. The first

tion, twisted tape inserts, wall slots, rotating tubes, and spiral set starts at a flute crest, called hereafter crest data, and extends

flutes, lowever, only tube flows with swirl produced by means past the center of the tube The second set starts at the flute

of small spiral flutes are found to have pressure drops that are valley, called hereafter valley data, and extends past the center of

nearly the same as found in corresponding smoothe tube flows the tube

(cf Yampolsky (1979)) For this reason, a spirally fluted tube, Results and Discussion
simular to that used by Yainpolsky is used in the present study.

The radial profiles of the mean axial velocity normalized by the

Apparatus and Procedure centerline mean axial velocity plotted as a function of distance

from the centerline are shown on Fig. 2. For (1 - rm/R) > 0.15,

A centrifugal air compressor is used to supply filtered labora- the mean axial velocity profiles for the crest and valley data are

tory air at a steady flow rate. The air, which is heated to about nearly the same. llow,ver, at the same position relative to the

30'C above ambient by the air compressor, is sent through a set centerline, the mean axial velocities for both the crest and valley

of flow straighteners located in a 5.1cm diameter pipe that is just data are generally lower than the values for the corresponding

upstream of the 4.0m long test section. Thc downstream 2.4m of smooth tube flow. For (1 - riR) < 0.15, the radial gradient of

the test section is centrally placed in a 7.0cm diameter tube. Wa- the mean axial velocity for the flute data is less than that for the

ter at a constant flow rate is passed through the annulus formed crest data.

by the two tubes so as to maintain a constant test section wall The radial distribution of the measn azimuthal velocity nor-

temperature of about 38.4°C. The sensing volume of the probe malized by the centerline velocity for both the crest and valley

is placed 0.5mm downstream of the exit plane of the test section data are presented in Fig. 3. As expected, the azimuthal velocity

and is mounted on a vertical traverse which has a radial position is nearly zero at the centerline and rises to a maximum at a cir-

resolution of 0 254mm. cumference corresponding to the crest. The apparent differences

A sketch of the spiral multi-fluted aluminum tube is shown in the mean azimuthal velocity for the valley and crest data in time

in Fig. 1. The mean radius, R, of the tube, which is measured range 0.2 < (1 - r/R) < 0.6 are small and probably correspond to

from time centerline to a position midway between the crest and the uncertainty in the data. The gradient in the mean azimuthal

the valley, is 1.4cm. The flute height, h, is 0.168cm and the velocity in the radial direction varies as a function of position.

flute spacing, S, is 0.235cm. There are 30 flutes equally spaced Thus, the fluid is not in solid body rotation.

around the tube circumference. The angle of the flutes relative to The intensities of the axial, radial, and azimuthal velocities

the tube axis, Of, is 300. The length to diameter ratio of the test



normalized by the local mean velocity along with the correspond- on

ing smooth tube data are shown in Fig. 4. For both the crest and , o
valley data, the distributions of the root mean square (rms) axial 0
velocity normalized by the centerline velocity are a few percent "'

higher than the corresponding smooth tube data of Schildknecht 0

et al. (1979) and for the mid-radius positions are about 12%
higher than the corresponding smooth tube data of Laufer (1953). 2
This slight increase in the axial rms velocity may be due to the ,o
swirl which is anticipated tc lead to a transfer of turbulent kinetic
energy from the fluctuating radial velocity to the fluctuating axial 4
velocity component (cf. Bradshaw (1973)). 0,2 o 0

Consistent with the hypothesized stabilizing or reducing effect
of swirl on the radial veloci.y fluctuations, the normalized rms o

radial velocity to, (1 - r/R) > 0.1 for both the crest and valley .,, 0 0, 0 0' 0,0 0, 0 l 0 R a, D

data is found to be about 14% less than the corresponding smooth
tube data. Figure 2: Radial variation of mean axial velocity normalized by

The normalized rms azimuthal velocity for (1 - r/R) >_ 0.1 the centerline velocity plotted alongaradius asafunction of radial
is about 20% less tha:i the corresponding smooth tube data and position measured relative to the centerline: crest to centerline,
about 60% of the rms - .al velocity. The reason for the reduction A; valley to centerline, 0; smooth tube data of Laufer (1953), 0;
in the rms azimuthal velocity is not clear. smooth tube data of Schildknecht et al. (1979), V; and, smooth

tube data of Sandborn (1955), 0.

Conclusions ,,

The mean axial velocity profiles in the spiral fluted tube differ 60 0 0

from those in a smooth tube. This difference is especially obvious 0 _ 0

in the valley data where it can be seen that the mean axial velocity 08 a

can be redured by as much as 40% compared to the smooth tube , 00 0

values at the same relative distance from the tube surface. Away o
from the fluted surface, the mean velocity profiles for both the 0

crest and valley data are nearly the same. %

The radial gradient of the mean axial velocity for the valley 0
data is about 40% of tile corresponding smooth tube value while

the radial gradient of the mean axial velocity for the crest data is 0
only slightly less than the corresponding smooth tube value. 00 F 0

The presence of the flutes does induce a mean swirl to the 2

flow but the flow is not in solid body rotation. Near the crest, the
rotation rate is only about 35% of that which would correspond 0,/ , 0 , 0, 00 i 00 0

to solid body rotation.
The rotation of the flow is seen to lead to a transfer of turbu-

lent kinetic energy from the radial to the axial component. Figure Radial variation of mean azimuthal velocity normal-

ized by the mean axial velocity on thp centerliie. Symbols have

References the same meaning as in Fig. 2
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1. Introduction

Turbulent combustion models based on the flamelet concept The Coherent Flame description combines three elements:
assume that the turbulent reaction zone may be viewed as a col- 1) a model of the turbulent flow.

lection of laminar flame elements. Under this approach, a central 2) a local model providing WL which is a function of temper-
parameter for combustion modelling is the stretch of a flame sur- ature, local stretch rate, local equivalence ratio and may be ob-

face A which is defined by (Candel and Poinsot 1990): tained from numerical computations through a laminar flamelet

K 1 dA (1 library (Darabiha et al 1987).
Small to moderate flame stretch creates active flame surface 3) a balance equation for the flame area density which, following

Small itioa modrkt flam stretch crete arctdiel flame suyberritc:

while high stretch leads to flame quenching. Different expressions the initial work of Marble and Broadwell (1977), may be written

may be found in the literature for the mean flame stretch (av- OE OEu, a (,1 DE -.

eraged along the flame front) hi. Considering that small scales - + - = O x,(' - ) + IE -Q , (5)

control flame stretch, Cant and Bray (1987) propose where k is the mean stretch rate and Q, corresponds to flame

" = V/7, (2) surface annihilation by mutual interaction of flame fronts.

where c is the dissipation of turbulent kinetic energy and v is the

kinematic viscogty.
Candel et al. (1990) assume that large scales are more relevant

to estimate flame stretch and use 3. A model for flame stretch based on direct simulation

K = t/k. (3) Meneveau and Poinsot (1991) propose an estimate of the flame

where k is the turbulent kinetic energy. mean stretch by combining different approaches:

These expressions do not take into account any of the flame (1) Use of direct simulations of flame / vortex interactions to

characteristics and neglect partial quenching of the flame front. predict the effect of a given isolated structure on a laminar flame

A more precised analysis is proposed by Meneveau and Poinsot front (Poinsot et al 1990).

(1991) who combine a spectral approach with results of direct (2) Use detailed experimental data about intermittent turbu-

simulations. The resulting model for the stretch 7 is implemented lence to detcmine the distribution of stretch along the flame front

here in the Coherent Flame Model (CFM) and used to compute (Meneveau and Sreenivasan 1987).

a turbulent premixed flame stabilized by a stream of hot gases. (3) Define a net stretch of the flame surface by substracting the

rate of destruction by quenching from the rate of increase due to

hydrodynamic straining.

This ITNFS model accounts for viscous, curvatore and tran-

2. The CFM for premixed turbulent combustion sients effects but neglects non-linearities and flame generated tur-

In the Coherent Flame Model (Candel et al 1990), the reaction bulence when deducing the net stretch rate. However, it repre-

zone is viewed as a collection of flamelets embedded in the turbu- sents a substantial improvement on classical estimates of the flame

l-nt flow. The mean turbulent raction rate is axpressed as the stretch. For the present work, it is combined with the CFM to pro-
vide (see Menevea et Poinsot 1991) an expression for the flame

product of the flame area per unit volume E by the consumption seh

rate per unit of flame surface WL. se * -L)  (6)

= w=f(.-)((6
where u' is the RMS turbulent velocity, L is the integro! length

scale in the fresh gases, 3L is the laminar flame speed and IF is .he

laminar flame thickness. A typical set of ITNFS results is given

in Fig. 1. IR is scaled by the small scales stretch v c//,. Regions

where 7?' is iqgative indicate global flame quenching.
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4 Numerical validation 2300

The model is tested in the case of a two dimensional turbulent 0 a

premixed flame stabilized in a square duct (100 mm x 100 mm) - - .0
by a parallel flow of hot gases. 0.0.

A0-
The experimental setup (Fig. 2) was built by r. Moreau at - - -'- . * 0

ONERA (France). The combustion of a premixed air-methane -

flow - 60 m/s fast and 600 K hot - is ignited and stabilized by a

flow of stoechiometric burnt products - 120 m/s and 2000 K hot

The turbulence level of the premixed gases is about 10 percent cx MM CALCULATIONS I• ~~~~Xffi43 MM IESRMNS

and the equivalence ratio is 0.8 . The experimental data which 00._ _x50 MM MEASUREMENTSJ

were obtained are two transverse profiles for axial velocity (Laser 00 0.1

Doppler Velocimetry) and two transverse profiles for temperature Y-AXIS M

(Cohereit Anti Stoke Raman Spectroscopy). Fig 4 . Comparison of axial velocity profiles.

The agreement between numerical results and experimental data

is fairly good both for temperature profiles (Fig. 3) and axial ve-

locity profiles (Fig. 4). This approach combining the ITNFS References
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As a first step toward a bettet understanding of NO, the lrge Damkohler regimes as has been observed in the ex-
foimation in turbulent flames, a partial equilibrium chemical periment by Chen and Driscoll (1990). Howevel, the model

model for hydrogen-air combustion is incorporated into a predicts a flat trend when the Damkolfer becomes small.
hybrid pdf method, in which the flow field is calculated based Figure 3 presents the predicted NO, emission ndex

on a second moment model. Production of NO, is assumed profiles obtained with and without the radiation heat loss

to be dominated by the Zeldovich mechanism for a fixed jet diameter. Du_ to the complex nature of ra-
diation transfer, the current radiation model represents the

A2 + 0 ,: NO + N (RI) maximum possible heat loss that would occur in the flame
With the radiation heat loss, the NO, emission index re-

N + 02 NO + 0 (R2) duces significantly for low velocity jet flames. Moreover, the
N + OH NO + H. (R3) NO, emission index trend is totally opposite to that for

adiabatic flames in the low jet velocity range. This reverse

With the assumption of a steady state for the N atom and trend has been observed in turbulent hydrocarbon jet flames
NO/NO, q,, < 1, th NO formation rate can be approxi- (Turns and Lovett, 1989) where substantial radiation heat
mated by loss may occur due to the presence of soot. As the jet veloc-

SNO ; 2k/.ri " - 2 - 0 ity increases (tile flame residence time decreases), the effect
of radiation heat loss become less important but it still has

Other possible routes for NO formation, such as reactions in- ifluenceton heat ueof te Nor emiss idx

volving intermediate N2 0, are not considered. To evaluate Finfluence on the magnitude of the NO, emission index.

thep e fFig . 4 shows the emission index obtained with the non-
tposb ea esf radiation heat proimates the Nmaxio equilibrium model and the equilibrium model for round jet

heato, as raditin del e.,wth rx the mssumptionofopa i flames (upper part of the figure) and for plane jet flames
heat loss is included (i e., ith tme assumption of optically (nonequilibrium model only, lower part of the figure). In
thin limit), contrast to the nonequilibrium jet flames, EINo,/Tr for

Numerical calculations have been performed for turbu- cnrs otennqiirtmjtfaeE~,7 o
lenujetflmei alcuelinsave ee perforad fu r r equilibrium remains almost constant (within the statistical

lent jet flamies with a fuel mixtue of 78%H 2 and 22%Ar. uncertainty) for all jet velocities. As suggested in the scal-
In the past, extensive measarements of these flames have ing parameter section, in the limit of equilibrium chemistry,
been performed (e.g., Magre and Dibble, 1988) providing us EINo. /7R approaches a constant value only if the flame ge-
data for compaiisons with predictions for flow and scalar ometry is not a function of flow parameters. This implies
fields. Figure 1 presents a comparison of predicted and that the one-half power dependence is due to the dependence
measured centeiline profiles for mean velocity and density of thermal NO on the flame Damnk6hler number.
showing reasonable agreement. For adiabatic flames, Figuic References
2 shows the predicted NOA1  emission index profiles versus Becker, H. A. and Liang, D., "Visible Length of Vextical
(Uf - UJo)/Df, which is proportional to the recipiocal of Free Turbulent Diffusion Flames," Combustion and Flame,
the Damkohlcr number if the chemical time scale is con- 32, 115-137 (1978).
stant Two different normalization parameters are used. In Chen, R.-H. and Driscoll, J. F, "Nitric Oxide Levels of Jet
Fig 2a, the NO1 emission index has been normalized by Diffusion Flames: Effects of Coaxial Air and Other Mix-
a group of variables which scales with the global flame resi- ing Parameters," Twenty- Third Symp. ium (Internatmoal)
dence time if the flame volume scales with the cubic of the on Combustion, Orleans, (1990).
flame length. However, the normalized NO1 emission index Magre, P. and Dibble, R. W., "Finite Chemical Kinetics Ef-
profiles do not collapse to a single curve indicating that in fects in a Subsonic Tuttrbulent Hydrogen Flame," Combustion
the present unconfined coflowing turb,,lent jets, the flame and Flame, 73, 195-206 (1988).
volume does not remain similar in shape as the jet diameter Tuirn, S. R. and Lovett, J. A.,"Measurements of Oxides of
is changed. In Fig. 2b, the global flame residence time sug- Nitrogen Enmssions fiom Turbulent Propane Jet Diffusion
gested by Becker and Liang (1978) is used for normalization, Flames,"Combust. Sci. and Tech., 66, 233-249 (1989).
and all the results collapse to a single curve. More impor-
tantly, the current model predicts the 1/2 slope trend over
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tion heat loss. Sgyi ficant reduction in the NO, formation is
observed when the radiation heat loss is included, and, foi

'C low jet velocity flames, the NO, tiend becomes opposite to
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M T 4 I H5r-~r~ that of adiabtic flames.
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.0

0C

10-0

10 10 1

Fi.2 rdctdN 1 eisoni(e rfle s a-(Uf-Uco)/Df (us) .

k6hler number with various fuel jet dliamneters: U 10.4 mm; Fig. 4. Comparison of the NO1 emission index scaling trends
o 5.2 Trm; 7 2.6 mm: co 1 3 mm? (Is'. normalized by flame between axisymmctric jet flames (78%H2+22%Ar) and pla-
length, jet diamt.tcr and jet velocity. (2a) normalized by the nar jet flames (47%H 2+53%Ar) for various jet diameters. U
residence time for jet flames (Decker aid Liang, 1978). Re- 10.4 mm, 0 5.2 mm, V 2.6 mm, o 1.3 mm: round jets with
suits show an approximate 1/2 slope .lependence for large a partial equilibrium chemistry model; (B 5.2 mm: round jet
Damk6hler numbers consistent vith t , xperimnental obser- with the equilibrium chemistry; U, 2.6 min; Q 5.2 mim
vation by Chien and Driscoll (1990). planar jets using the same nonequilibrium chemistry but

with a different fuel mixture. Different power dependence
of EIlvo, R on (U1 - Uc,)/Df is observed consistei-t with
the results from analyses based on self-similar laws foi jets.
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ABSTRACT
Turbulent pipe flows in which the mass flow rate meanings. Reynolds stress is supplied by the turbulence

varies in time in the form of a sinusoid imposed upon a model, the k- and c- equations being written in
steady level are computed using the turbulence model of appropriate form with all advective te:ms omitted. An
Launder and Sharma (1974). Comparison is made with implicit finite volume/finite difference discretization
the experimental data of Tu and Ramaprian (1983) and scheme following Leschzine- (1982) has been employed.Burnel et al. (1990). The radial grid consists of 100 nodes and thewall-adjacent node is located at y+ < 0.25.

INTRODUCTION
The present study investigates the performance of RESULTS AND DISCUSSION

the low-Reynolds-number k-c turbulence model of In the following presentation of results, phase
Launder ana Sharma (1974) in the calculation of periodic, positions are defined in terms of a cosine variation of bulk
spatially fully-developed isothermal pipe flows. The mass velocity (which necessitated a shifting of the time origin
flow rate varies as a pure sinusoid of frequency w imposed in treating the data of Burnel et al.). W is the long time
on a steady flow (at amplitudes such that the flow mean bulk velocity and v,' is the phase-averaged periodic
remains uni-directional). component of Reynolds stress (i.e. the long time mean is

subtracted from the simple phase average). y is distance
The cases we examine from the two sets of data from the wall and R is pipe radius (=D/2).

were obtained at approximately the same mean Reynolds
number,, Re = 4.7 x 104. To a limited extent (because of Experimental measurements are represented as
different bulk velocity amplitude modulations, y) the data points in the figures below and present computations are
allow a study of the effect of a single parameter, the shown as lines.
imposed frequency, characterized here in terms of the
Stokes number, D = D (w/v)1/2 (Table I). The Comparison with the data of Tu Pnd Ramaprian
experimental data (and present calculations) raise Reynolds stress profiles at two frequencies
interesting questions in relation to the occurrence of examined by Tu and Ramaprian (1983) are shown in
'frozen' turbulence patterns at higher oscillation Figs. I and 2. In the lower frequency case (Fig. 1), the
frequencies: it is seen from Table I that Case 2 of Tu and present calculations are in reasonable accord with the
Ramaprian and Case 2 of Burnel et al. are at similar experimental measurements of strongly phase-varying
Stokes numbers, however very different Reynolds stress Reypolds stress distributions. In contrast, Fig. 2 shows
distributions are reported in the two papers. computed profiles which are frozen over the cycle (except

close to the wall), whereas the experimental points exhibit
MODEL FORMULATION considerable variation with phase. It should be noted,

The phase-averaged momentum equation for however,, that the experimental points on Figs. 1 and 2 do
not represent direct measurements of Reynolds stress, butperiodic fully-developed pipe flow may be written as are obtained instead from integrations of equation (1)follows: using measurements of wall shear and velocity. Tu and

aW I dp I a aW Ramaprian report direct LDA measurements of the
- = --- + - [r (7- - <vw>)] (1) streamwise normal Reynolds stress which reveal a frozen
at p dz r r r structure, similar to that apparent in the present
where r and z are radial and axial cylindrical computed results for v,,

coordinates, W is axial velocity, <vw> is phase-averaged
Reynolds stress and other symbols have their usual

TAbiAL Conditions of the e.ements of Tu and Ramaprian (1983) and Burr.el et al. (1990)
Authors fluid Re D v f Y ) "

(m) (m2/s) (Hz) %)f20*el
Case 1 0.5 64 90

Tu and Ramaprian water 4.9x10' 0.0508 1.0x10 6  
- - -

Case 2 , 3.6 15 242
Case 1 1.65 26 76

Burnel et al. air 4.4x10 4  0.092 l.5xl0-5  
- -

Case2- 180 30 253
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This paper presents a combined experimental and and good agreement downstream in the side
numerical investigation of the flows in internal branch;, however in the first profile in the side
combustion engine manifolds. The flow pattern duct there is some disrepancy with the data in the
thiough a single-branch manifold (T-junction) was reverse flow region where the k values are
calculated using a three-dimensional finite- overpredicted.
difference numerical code incorporating the k-c
model of turbulence. The flowfield was measured In the branch, the cross-stream flow comprises
in a steady water flow rig using laser-Doppler two vortical motions, as indicated by the profiles
anemometry. Detailed measurements of the mnen shown in Figure 4. The predicted profiles of
velocity components and correspoading velocity are shown as solid lines and are
tuibulence levels were obtained in order to compared with the LDA measurements:
characterise the flow and provide benchmark data notwithstanding the small magnitudes involved,,
appropriate for the development and assessment the agreement is very good acrors most of the
of the accompanying calculations. Calculations duct cross-section.
were also performed foi two- and three-branch
manifolds. Figures 5-8 show a characteristic sample of

results from the three-branch calculations. The
The flow configuration consisted of a square duct, velocity vectors in the plane of symmetry are
50 8 mm x 50.8 mm in cross-section,, with four shown in Figure 5 and a three-dimensional
branches, 30 mm x 30 mm in cross-section. For diagram of the flow configuration in Fig. 6. The
some of the work presented here three of the pressure at the exit of each branch was set to the
branches were blocked, so the geometry same value in the calculations, but the predictions
corresponded to a T-junction with a main showed that about 18% more mass flowed through
duct/side branch area ratio of 2.87. The flow the middle branch; such findings show the
Reynolds number, based on the main duct bulk suitability of three-dimensional calculation
flow velocity and hydraulic diameter, was 60,000. methods for the prediction of manifold flows.

The simulation was performed with a The predicted velocity vectors in a cross-section
computational mesh size of 77 x 18 x 10 in the of the side and of the main duct are shown in Figs.
streamwise and two cross-stream directions 7 and 8 respectively. In the upstream plane (Fig.
respe tively in the main duct. In the branch the 7) the flow pattern is similar to that in Fig. 4 in
corresponding grid size was 42 x 12 x 7. The that tNo senses of circulation are evident,
streamline pattern in the symmetry plane of the whereas in the main duct there is only one
duct is shown in Figure 1. The results show that vortical motion.
the flow is very uniform up to 30 mm upstream
of the junction and an elongated recircuiation In general the simulations yielded results which
region of 110 mm length and 18 mm width is showed excellent agreement with the pressure
formed in the side branch, drop data (to within 2 Pa or 0.5 % of the total

pressure drop along the duct). The streamwise
Figure 2 shows the predicted mean velocity mean velocity values in the main duct are
vectors in a cross-stteam plane in the side duct. A predicted to within 2 - 3 % of the experimental
single vortical motion occupies the duct cross- values. In the side branch the streamwise
section. Figure 3 shows a comparison of prcdicted velocities are in very good qualitative and
(solid lines) and measured profiles of kinetic quantitative agreement with the experimenta,
energy of turbulence, k, in the plane of symmetry data,, except for the reverse velocities in the
of the flow. The highest values are found in the recirculation region near the junction which are
vicinity of the recirculation region in the branch, overpredicted. The comparison of the
as expected. The comparison of the measured and experimental and numerical results indicates
preuicted profiles of k shows excellent agreement clearly the suitability of the combined approach
between the data and predictions in the main duct used for the study of branched flows.
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ABSTRACT 2. EXPERIMENTAL APPARATUS

The experiments are carried out to investigate Air, carbon dioxide and helium are separately
the flow structure of jets in the near-nozzle region, jetted into still an from a vertical round nozzle.
rime mean static pressure and pressure fluctuatoon These gases are supplied from gas cylinders or a
are measured bv the newly developed static pressure compressor tank. Their flow rate are controlled by
probe with a hot-wire anemometer. A schheren pressure reducing valves and measured b the
photograph technique is applied to the flow calibrated orifice. The nozzle diameter (d) is 10
visualization. Axial and radial velocities are measured [mm]. The exit flow Reynolds number is between 200
bi LDV. The following results are obtained. The and 20000.
mean static pressure and the pressure fluctuation For measuring the velocity, the laser doppler
distributions and the velocity distribution are gotten velocimeter (LDV) is used as back-scattering mode.
by the measurement. The mean static pressure Its light source is a He-Ne laser with a power output
distributions in the cross sections have a remarkable of 10 [mWl. The condensed oil is seeded with mean
transition toward the stream-wise. The static pressure diame ers of 0.5 to I [U m] and a density of 840
lower than the at mospheric pressure around the jet is [kg/In ].
one of the important causes of the jet entrainment. A new probe to measure the static pressure

was developed by the authors. The static pressure
1. INTRODUCTION probe is designed to measure the mean static

pressure and the pressure fluctuation at the same
Many experimental and analytical studies of time. The static pressure measuring system is

turbulent free jets and the~a diffusion process have composed of a Prandtl-type static pressure probe
been presented (Kataoka, 1986)[l]. There is the (Fig.l), an air supply system with a constant pressure
cc m plex structure as the entrainment and the and a constant temperature hot-wire anemometer. The
coherent eddy both spatnall and temporally in the static pressure probe consists of a static pressure
near-noAzle region (Kimura, Ono and Saima, 1990)[21. tube and a hot-wire spanning the cross section of the
1he coherent structure has been approached by the static pressure tube inside as shown in Fig.2. The
flo" visualization (Roshko, 1975)[3] and the analysis probe is connected to the constant pressure air supply
o measured velocity component (Yule, 1981)[4]. Savas system. Th~s system supplies the constant pressure
and Gotlahali (1986)[5] inrestigated the reciprocity of (Pi). The constant pressure (Pi) is slightly above the
the coherent structure arid jet flames. Higaki and atmospheric pressure (Po) in order to create a bins
Saima (1983)[6] pointed out the importance of the flow at the static pressure holes through the hot-wire
investigation on the ilow structure neir the nozzle section. The pressure difference (Pi-Po=1l [Pal) can
for the stabilization mechanism of lifted diffusion gas be kept constant with this device. The static pressure
flames. It can be considered that the momentum and probe can be used for any gas, because of the bias
the mass diffusions relates to the mean static flow. The air velocity at the hot-wire is settled by a
pressure distrrhution and the pressure fluctuation. It is pressure difference (Pi-Ps) between a static pressure
important to investigate the jet behavior on the near- (Ps) and the inside pressure (Pi). Air flow velocity
nozzle region. This experLmen tal stuly alims at from the state pressure holes L ver slow. So the
approacuing a jet diffusion process In the near-nozzle effect of it I. neghgtil small 'or the measured
region, from the potential core to the transitional flow. When pressure fluctuations are incident on the
region whuch sits up stream the fully developed static pressure holes, induced velocity fluctuation is
region. 'e Investigate the relatior-_hp of the velocity uniquely determined arid a voltage is produced. The
field and the distribution of the time mean static relation between the pressuro difference and the
pressure and the pressure fluct ation. This paper probe output voltage is linearized from -10 to +10
reports t~e first stage of the in, stugaLion. [Pal under the atmospheric pressure.

Po. Atmospheric pressure

static presre tube

Ps: Static pressure Ht 2

Fig.1 Static pre,,:nure probe. Fig.2 Static pressure tube with hot-wire.
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3. RESULTS AND DISCUSSION 4. CONCLUSION

Schheren photograph of carbon dioxide jet int.o In the near zzle region, the experiments are
still air is shown in Fig.3. The flow field is quite carned out to investigate the diffusion structure of
complex. The jet flow is laminar near the nozzle at gas jets. The following results are obtained. The
small Reynolds number. The break point where the potential core and the entrainment regions can be
free boundary layer undergoes a remarkable transition described by the time mean radial velocity
from the laminar to the turbulent flow, approaches to distributions. The negative pressure (Ps<Po) in the jet
the nozzle as Revriolds number increases. diffusion is one of the important causes of the jet

The Stream-wise variation of the time mean entrainment.
radi l velocity distribution is shown in Fig.4 in the
case of the carbon dioxide jet at Re=5000. X is th REFERENCES
axial coordinat". r is the radial coordinate. V is the
mean radial velocity. Um is the mean axial velocity [I] Kataoka,K. 1986 Modeling Turbulent Jets witL
on the jet axis. The mean radial velocity LS about Variable Density. Encyclopedia of Fluid Mechanics 2,
zero (V/Um=O) under the jet center region in the 511-543, Gulf Publishing Company, Houston.
cross section from X/d=0.06 to 3. This range overlaps [2] Kimura,M., Ono,K. and Saima,A. J990 Velocity and
the potential core. Thus, the condition, which mean Concentration Fluctuations of Turbulent Buoyant
radial velocity profile is flat and almost zero, is one Round Jets. JSME International J. 33, 562-568.
of the potential core characteristics. There i3 mean [3] Roshko,A. 1975 Progress and Problems in
radial-flow out side the potential core, and its flow Understanding Turbulent Shear Flows. Turbulent Mixing
is toward the surrounding. The further outer region is in Nonreactive and Reactive Flows, 295-316, Plenum
figured by hatching, and there is mean radial-flow Press, New York.
from the surroundings toward the jet center. The [4] Yule,A.J. 1981 Investigations of Fddy Coherence in
further outer flow region overlaps the jet Jet Flows. Lecture Notes in Physics 136, 188-207,
entrainment. The spread of this region shows that the Springer Verlag, Berlin.
entrainment ranges largely. [5] Savas,O. and Gollahalh,S.R. 1986 Flow Structure in

The Stream-wise variation of time mean static Near-Nozzle Region of Gas Jet Flames. AIAA J. 24,
pressure and pressure fluctuation distributions are 1137-1139.
shown in Fig.5 (a) and (b) in the case of the cArbon [6] Higakli,M. and Saima,A. 1983 Further Experiment
dioxide jet. p' is the rms pressure fluctuation. Three on the Stabilization Mechanism of Lifted Diffusion
remarkable characteristics are observed. (1) The mean Gas Flames. ASMF-JSME Thermal Engineering Joint
static pressure distribution at the limit of jet csnter Conference 4, 323-330.
is the positive static pressure (Ps>Po) in the cross
section X/d=3 and 4. Out of this limit region, the
mean static pressure distribution is the negative
pressure (Ps<Po). (2) This characteristic distribution of 1the mean static pressure in the jet center exists only -

in the potential core region. For reference, the
potential core length is about 5 times as long as th2
exit diameter in the case of the carbon dioxide jet.
(3) The pressure fluctuation variation in the cross
section is intensive in the location where the mean \
static pressure changes from negative to positive.

We discussed the relation between the mean
negative pressure (Ps<Po) and the jet entrainment.
For example, in the case of the carbon dioxide jet,
the region where tbe mean radial velocitv flows from
the surrounding toward the jet center is expanded.
The negative pressure (Ps<Po) region expands as large
as the spread of the mean radial velocity region. It
seems that the negative pressure (Ps<Po) is one of
the important causes of the jet entrainment. Fg.3 Schheren photograph; carbon dioxide, Re-=5000.

0.04 C02 Re=5xlO1  , [- - - r

0, 400. 00 . . .4, 0
0 X

rioo ri 4ri

000 7~-

0o ~ e : -

0 9
2. a

(a)

-2 -1 0 1 2 r/d 6 4 2 0 2 4 6 -6 4 -2 0 2 4 6
rid rid

Fig.4 Stream-wise variation of mean radial velocity Fig.5 Mean static pressure (a) and pressure fluctuation
distribution; carbon dioxide, Re5000. (b) distributions; carbon dioxide, Re5000.
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INTRODUCTION eccentricity c (= bo/ao), where a is the major outer

Although a number of investigations concerning diameter (200nm for all models). Three different elliptic

aerodynamics of two dimensional or axisymmetric bluff ring models with body eccentricities of 0.5, 0.667 and 0.8

body have been reported in literature, the corresponding were employed. Ring width w is constant along the elliptic

Infolmation for an elliptic geometry has received ielatively circumference (w = bo/7). The elliptic ring model was

little attention By systematic variation of eccentricity (c) mounted normal to the free stream in the center of the wind

of the elliptic geometry, one can obtain both circular(c = 1) tunnel. Throughout the experiments, the mean velocity U0

and flat plate (( = 0) geometries as limiting cases. The was maintained at 8 m/sec., giving Reynolds numbers based

elliptical wakes has general flow characteristics which can on the ring width between 4,101 and 6.4x10 4, depending on

not be found in the axisymmetric or two-dimensional the model. Velocity fluctuations were measured by using a

geometries As far as wake behind an elliptic bluff body. TSI hot-wire anemometer. A x-wire probe was traversed

there have been few iivestigation Kuo and Baldwin (1967) along the y and z axis at x = 3.4w and 8.0w downstream

studied ellipti(al wakes behind elliptic disks. They found from the elliptic ring.

that the wakes have elliptical cross--sections, and the major

axis of the wake is aligned with the minor axis of the body. RESULTS

Bearman and Takanioto(1988) investigated the wake Some of the results of mean velocity profiles at x = 3.4w

stiuctuie of ring models (( = 1) with various cross-sections and 8.0w aie shown in Fig. 2-4. The location of maximum

They observed a regular and coherent axisymmetric vortex velocity defect moves toward the central axis with

ring with d/w > 5 0, where d/w is the ratio of mean increasing sticainwise distance in the major axis(Z) plane

diameter to ring width. and moves outward in the minor axis(Y) plane. The

velocity defects at x=3.4w and x=8.0w have similar

EXPERIMENTS magnitude in the minor axis. But the velocity defect in the

The experiments were carried out at in a closed return, X-Z plane decreases as the wake width is increased at

low turbulence wind tunnel having a 3 ft square test section

The r.m.s. turbulence intensity in the working section is

about 0.03%. A cross-sectional view of a typical elliptic

ring model used in this study is shown in Fig. 1.

The models were sharp edged with a 45" angle of z

inlination on the back face and has a thickness of 4mm.

The elliptic ring model was classified by the body ig. Io, 3s .,otf r8I)Wlhipoc,,nns mo0

!11-9-1
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PREDICTION OF TURBULENCE-DRIVEN SECONDARY FLOW IN A SQUARE DUCT

WITH AN ANISOTROPIC LOW-REYNOLDS-NUMBER k-c MODEL

Hyon Kook MYONG *)

*) Air Conditioning and Environmental Control Lab., Korea Institute of Science and Technology
P.O. Box 131 Cheongryang, Seoul 136-650, KOREA

INTRODUCTION model. Special attention has been given to both regions close to

Turbulent flow in a straight non-circular duct is characterized the wall and the corner, which are known to influence the

by the occurrence of secondary flow caused by the turbulence. characteristics of secondary flow a great deal. Hence, instead of

Brundrett and Baines (1964), and Perkins (1970) have shown the common wall function approach, the no-slip boundary

from their experimental studies that this turbulence-driven condition at the wall is directly used. Predicted contours of all

secondary flow results from the anisotropy of each Reynolds three mean velocity components and six Reynolds stresses are in

stress in the cross-sectional plane. Turbulent flows in a straight detail compared with previous experimental data. It is found

square duct are thus of special interest to modellers, since this that most features of this flow are simulated excellently by the

particular flow situation provides a natural vehicle for present anisotropic k-c model. Then, attention is directed to the

examining the validity of existing turbulence models. The predicted contours of the turbulence quantities responsible for

widely used (isotropic) k-E model has, however, no built-in the secondary flow generation, such as anisotropy of normal

mechanism for the development of secondary flow due to its Reynolds stresses and the secondary secondary Reynolds shear

inherent isotropic characteristics. In view of this shortcoming of stress acting in the cross-sectional plane. Finally, the formation

the k-c model, this problem has been mostly attempted by using oi secondary flows is numerically investigated.

the algebraic stress models, since they certainly have a much
greater potential for predicting the anisotropy of Reynolds TURBULENCE MODEL

stresses (e.g. Demuren & Rodi, 1984). But, these models are The author's anisotropic low-Reynolds-number k-c turbulence

simplified from the original forms of Reynolds stress models model introduced in the present study is shown in Tablel. It

with drastic assumptions; the principles and basic techniques for should be recognized that, contrary to the previous Reynolds (or

their modelling has not been established yet, at least, in the near- algebraic) stress models, the present anisotropic model is

wall region (Myong & Kobayashi, 1990). Recently, the author substantially derived from the standard (isotropic) k-c model;

has proposed an anisotropic low-Reynolds-number k-c model i.e., the latter one is obtained in the limit as C, -> 0, and also

(e g, Myong & Kasagi, 1990a). It is just an extended form of its directly applicable up to the wall. This model has already been

(isotropic) version but broadens the range of applicability whilst proven to perform satisfactorily in several flow situations,

maintaining most of popular features of the latter. including turbulent pipe and channel flows, two-dimensional

In the present study, numerical predictions are presented of boundary layer flows with and without pressure gradients

fully-developed turbulence-driven secondary flow in a square (Myong & Kasagi, 1990b). Furthermore, even for developing

duct with the author's anisotropic low-Reynolds-number k-E and fully-developed three-dimensional turbulent flows in a
square duct, it is found that the performance of the present
model, including the anisotropic normal Reynolds stresses and

Table I Anisotropic low-Reynolds-number k-e model distributions of U, k and -, is by no means inferior to that of
the previous higher-order models (Myong & Kobayashi, 1990).

S--, I+ ax - - The resulting set of governing equations are simplified only by
Dt a, U x x

D_ = ( a+ ) I  kt axu j ,. Is2 ~ Prediction (x 10"3 )

au, au i 1 , ,
k 8 - vo + .+ k v, 0. 30-.

ii'V1 3 ax C3co-...,
+2vk( m) %(n -) -

0
3 E: an 2 5 / !i

Shve
= o d not a x, x ax m.x, Fx, axr

F2= (It- (2/9) xp[- (Rd6)21 l - exp(-y*/5)l 0.2-1 :
%~(n, m) 8 - 8m 81 +, 4 5,,. 6jJ .0 -- '' °"i " -.

Ok = 1.4, a, = 1.3, Ce, 1.4, CC2 = 1.8, Cp - 009 0 U.1

C1 =0.8. C2 =0.45. C3 -- 0.-1s 0 0 2 04 06 08 1.0

Note that the indices n and m denote the coordinate normal to Z/O

the wall and the streamwise coordinate. respectively summation
convetion does not apply to n and in. Fig. I Turbulent kinetic energy.
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RESPONSE OF UNIDIRECTIOAL1. TWO DIF---SIONAL SHEAR

FLOW TO DIFFUSIONAL TRANSV-MqE MAG ETIC FIELD

D. Naot

Center for Technological Education Holon

P.O. Box 305, Holon 58102, Israel.

The present work is associated with the expansion Recent numerical iterative evaluations" for the
of the applicability of the Stress transport I
models'

"
' as well as the related methods such as the case of unidirectional two dimensional shear flow

algebraic stress models 3 or the subgrid turbulence sUbjected to transverse magnetic field, that
models, to magnetohydrodynamic flows. Exposing coincides with one of the coordinates showed
hydLodynamic turbulence to a magnetic field induces somewhat puzzling characteristics:
two processes: According to the Ampere law the
velocity fluctuations induce electric current The description of the main shear stresses iv and
fluctuations. Simultaneously, according to the uw, associated with the streamwise velocity U,
Lorentz law, the electric current fluctuations demand two substantialy different eddy viscosities,
induce force fluctuations. A feedback mechanism is which are practically independent of the ratio

d changing the structure of the velocity between 85/8y and BU/8z. The lateral stress W/k,formed c angin tospa r e of the velon associated with the lateral secondary motion, isfluctuations in comparison with the same non prcial inendt of hemgtcfedmagnetized hydrodynamic turbulence. The results are practically independent of the magnetic field
twofold: electro-magnetic induced laminarization

4, 5 intensity. _Although the magnetic field effects the
and an enhancement of anisotropy even to the extent difference (w2 - v2) ,/ ? k, which is the main source
of turning turbulence two dimensional6'',3 for the secondary currents, this effect is

practically independent of the ratio between ;U/By
Generally, the electromagnetic fluctuations are and aU/az.

classified according to the value of the magnetic
Reynolds number. For high magnetic Reynolds number In the present work, a coordinate transformation
the fluctuations are termed "Frozen", and for low is used to relate the solutions for the
magnetic Reynolds number the fluctuations are termed unidirectional two dimensional shear flow with
"Diffusional". The present work is restricted to tilted transverse magnetic field to the solutions
the diffusional mode, interpreted as the case in for one dimensional shear flow with transverse
which the electromagnetic fluctuations are driven by magnetic field also tilting with respect to the
the hydrodynamic turbulence enforcing time coordinate system. With this transformation, it is
microscales typical of the velocity fluctuations on shown that the abovementioned invatiances are due to
the electromagnetic fluctuations. With this offects that neutralize each other.
assumption, followed by an order of magnitude
analysis, the closure of the model equations becomes SHEAR FLOW SUBJECTED TO TRANSVERSE TILTED MAGNETIC
possible. Apparently, this limits the model. FIELD
However, interpretation in terms of the hydrodynamic
Reynolds number showed 9  

for some important liquid The numerical solutions for the turbulent
metals, such as Hg, Na, NaK and others, a reasonably stresses in the (*) coordinate system where the
wide range of applicability, model reduces to the case of one dimensional shear

flow subjected to transverse magnetic field tilted
In developing the present theory' use was made with respect to the coordinates show:

of three concepts: local equilibrium, local
homogeneity and quasi-isotropy. Consequently, it was
suggested' to distinguish between the early stage /

of laminarization of channel flow high level
turbulence, and the final stage of laminarization of y
low level turbulence, and apply the present model to
the first only. I

Although the theoretical case of shear flow in
local equilibrium with no wall proximity effects is
an idealization of reality, it is still an important \
test case as it contains the most important feature
of wall turbulence, - a large velocity gradient ISOVEL"
perpendicular to the flow direction. The case was
studied10  and the influence of the magnetic field U - Const.
was demonstrated by elaborating analytLic uluLions
for three cases with different orientations of the
magnetic field. Equilibrium structure was derived
for various Hartman numbers, as well as limiting Z. z
structure for high Hartman number. Two practical
and important steps towards the numerical simulation
of magnetohydrodynamic channel flow were made'

0 : An The coordinates systems
eddy viscosity suitable for a k-c presentation of
turbulence was derived from the stress transport (1) Unlike thenon magnetized shear flow where the
model for the three cases analyzed, and an algebraic shear stress uw* and vw' do not exist and the
stress model was developed for the case of channel relative proportions of the normal stresses are
flow with Longitudinal magnetic field.

constant, now the shear stresses uw and vw are

III-I I-I



produced by the electromagnetic interactions which shows moderate monotonic increase with Ht increase
also effect the normal stresses. which may reach up to 40 percent for high Ht , and

weak dependency on e that does not overpass 7
w an percent for high Ht . However, the difference

(2) The ratio between the shear stresses uw* and Uv* between the normal stresses (wa- - v* )/ L k shows
which control the streamwise flow is function of the
inclination angle 8 and the turbulent Hartman number very large alternating sign trend depending on e

H A limiting line for high Ht shows a maximum that may reach up to 440 percent for high Ht .
value of 0.592.

(4) Finally, the electromagnetic interactions also

(3) The sum of the normal stresses (;q-' + ;')/ L k produce lateral shear stress vw*. The limiting line
for high Ht shows a maximum value of 0.57 for the
vw/ - k ratio.

1000
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30 0 00
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Numerical solutions for the turbulent stresses in the (*) coordinate system
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ABSTRACT space No ciosure has to be introduced for the pressure velocity correlations,

A closure model for the von Kirmin-Howarth-Equation ( is itrodu- because a Poisson equation for pressu, fluctuation can be used that brings
(K-H-E) up no additional unknown term Owing to the fact, that Eq (4) includes

ced, which describes homogeneous isotropic turbulence in physical coordina- three extra dimensions, the equation implies an infinite number of length
tes The model holds for a wide range of well accepted turbulence hecies for scales in contrary to common turbulence models The only remaining term,
homogeneous isotropic turbulence, as there is Kolmogorovs first and second to be modelled is the gradient of the tiple correlation in correlation space,
similarity hypotheses and the invariant theory, which is a generalization of
Loitsianskus and Birkhoffs integrals The invariant theory makes assumptions ISOTROPIC TURBULENCE
on the asymptotic decay of the correlation function at infinity Experimen-
tal verification of the closure model brings up good agreement in a range Prediction of the deay law of homogeneous isotropic turbuence is one of the

of reliable data By neglecting the viscous terms in the K-H-E, the k - c- basic problems in turbulence theory and a first test for a closure assumption
equation for isotropic turbulence can be deduced as an integral formulation used in the above correlation equation Rewriting the correlation equation
of the model under the assumption of isotropic turbulence, Eq (4) can be reduced to the

von K~irmin-Howarth Equation (K-H-E) [2]
NOMENCLATURE
C Kolmogoo constant - I  

a (i (r2, (-- -+7' + Ik) (5)
C dissip3tion r r O

f normalized longitudinal double correlation A closure model has to be introduced for the dimensionless triple correlation
k no'rnalized longitudiral triple correlation k in terms of known quantities and widely accepted turbulence theories
K0 model constant Former closure models where those of Hasselmann [3] and Domaradski and
L integral length scale Mellor [4] While the latter showed some istersting results, it did not include
v kinematic viscosity all the following behaviour of k at the origin
F11u pressure-velocity correlation

11,, two-point double correlation function k = k" r +
l two-point triple correlation function

mean square velocity fluctuation Here we will use Kolmogorov's similarity hypotheses for r << 1L and neglectthe unstatrona'y term in the following form of Eq (5)
TWO-POINT CORRELA ION EQUATION 2 0.-

Turbulence shows a wide range of length scales spreading over several deca- - (, --
des Common closure models like the k - e model, which cannot be derived
from basic principles, use a single turbulent length scale the integral length 0 (7)
scale To account for length scale variations, a two-point-correlation equa- 1I0 ( 0(r4  ( - ; =
tion can be derived [1], which can be iterpreted as a generalization of a r r Or /

multi scale model Based on this equation, closure models for length-scale This parametrises the solution by c and v A first integration yields
equations can be introduced on a more reliable basis Defining the two-point
double- and triple-correlation functions 2v O(r2 ( - )) 

+ V2 1k = 28
0r _-Fr)(8)

1?,, (i,1fiT) = r, ( )u', (XI1
,t('l), (I) Kolmogorov's first and second law are

U'(,UVt, ( )),()u(l. - f) = 30- (9)
which are functions of the physical and the correlation space To,

for r - 0 and

(7z23

the two-point correlation equation reads as follows
for q < < i < < L, where

R + ,(, + )) /""= (v'/c)'' (II)

01,+ WV.~i 0) + 'isa ___
7Oz OzI p OxI is the Kolmogorov scale

+ us, 0 +IE,t) k , Oii7(;i)i(i) - 1?, In contrary to the properties of the correlation funtions for small r. one- --z OiOzs (4) can introduce a class of invariant integrals which are a generalization of

1  ) )R1 0 a Loitsianskiis (5] and Birkhoffs (6] integrals The latter make assumptions for
airk Or ) the behaviour for r - oo Continuity requires that f decays faster than r -2

+ + 2 -0"42 2z 0"4,' t nfiit
, pO, 011r We propose a closure for the K-H-E by gradient flux approximation, which

The first seven terms are similar to those used in one-point closu-es such as satisfies Eqs (9) and (10)

the Reynolds-stress-equations The six additional terms arise from the fact,
that the equation generally has to be solved in physical and in correlation u732k= P 06 ) (12

_2-1



In order to deduce from the K-H-E information about a or one-step closure
i'r =2xOV u2(1 (13) model an integral formulation is sought Eq (14) yields after one integration

(13) the following form
5v C32 0.0811

The resulting equation is of parabolic type I/ OtiU2i Ldr i o U/2 (5

0F2 = 07 r r + ocsV/F(O, t) - OF irt){fr
Orr (14) To evaluate the integrals, an ansatz for f(r, I) similar to the Kirmin-Pohl-

F(r, 1) -uf(r,t) hausen method must be introeuced

Experim..ntal verification for the closure model was done at different levels A first step is to approximate Eq (8) together with the closure Eqs (12)
Fig 1 and 2 shows measured values for k [7] with increasing time compared and (13) . This leads to an equation which is only valid for 0 << r << L
with the closure hypotheses, wh:de the f function in Lq (12) and (13) have

bees recorded during the same experiment In a second step. Eq (14) -re := (v' + d~rblb=u( )(6
was integrated numerically and compared with experimental data [8] for 5 '.

2 (Fig 4), Initial conditions have been taken from the same experiment Rescaling and changing the dependent and independent variables, one oh-
Within the measuring range excellent agreement was achieved tains Abel's differential equation

006 
"1 50)' 1/4

- 1IVX_+ I1, b-- ' =--- L (17)
dx nocv'iT5 He

ii ,'Because no exact solution of Eq. (17) is known. an approximation satisfying

00 the limits y- 0 and V - oois used'

*kxr) 3 (18)

* The inverse of Eq (18) is given by

002 X (Y 12_ 1/3 212+I/ /

s -hi".) 25/2 + 225V 2
* .2 "OrfI-.#f

2 
d?&r (19)

0 1_________________________ Now f will be approximated by

0 3 6 9 f xl-xa 2)

Fig. 1 The tiple correlation function0

which satisfies the limit f = I - ax for x -'0 and f - 0 for z - 00006 TIntroducing Eq (20) in Eq (15) and neglecting the viscous term in Eq (15)
one obtains after some manipulations the k - c-model

T =-c (211

004
dc 2~

*k(r) 4wt f=-"

c"= 1 89 (23)
002 C____The standard k - c-model requires 1 92 for c, which is very close to the

-k~r~i)value avove

C 2eilj)"2 pd, ONCLUSIONS

0 1 A closure model for the K-H-E is introduced whith a gradi 'it flux approxima-
0 3 6 9 tion for the triple correlation k, satisfying the first and second Kolmcgorcv

0 3 .1)r/64 law and the invariant theory Comparison with experiments give excellent

Fig 2 The tniple correlation function agreement in the range of reliable data As an example tor an integral for-
mulatior, of this model the k - c-model for isotrop-c f-rbulence is recovered1 LITERATURE

08' (1] Rotta J C Tijrbulente Strdmungen, Teubner
08[2] de K~rmin T , owarth L Proc Roy Soc A 164 (1938), 192-215
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Abstract

The unsteady flow properties of the wake

produced oy a vortex shedding cylinder of

unusual cross-sectional shape, developed as a

result of a visualisation study, h, ve been

quantitatively tested Comparison has been made -310xs

with the wake produced by a triangular I
cross-sectioned cylinder using an ensemble - I
averaged frequency spectra method The }--- - J I -

increased strength and stability of the wake

from the new body are demonstiated 
=--- L

Introduction f

The complex mechanism of vortex formation in

the wake of a bluff body has attracted wide

interest fe g Fage and Johansen (1928),

Geiiard (1966). Bearman (1967)] Recently Figure 1 Wind tunnel used for experiments
methods of quantitativel y comparing the

strength and stability of coherent wake A constant temperature anemometer (CTA)

stluctures initiated by different cylinder system was used to obtain the vortex shedding

cross-sections have ben deseloped [e g Lucas signal Th- wedge film probe could be traversed

and ruinei (19F3), Nichols et al (1986), both axially and transversly in the flow behind

Pankani n (1985); The work reported here the bluff body Output from the CTA was
complements these recent investigations by processed using a digital spectrum analyser and

using tht. ensemble averaged irequency spectra a personal computer to calculate a
obtained from a ho' wire anemometer signal to signal-to-noise ratio (SNR) for the vortex

compare quantitatively the unsteady flow signal The definition of the SNR described in
properties of wakes p,odu ed by two veiy Lucas and Turner (1985), based on the ensemble

diffetent bodies, averaged amplitude of the frequency spectrum,

One of the body shapes. - nsisting of a was used

split circular cylinder with a concave rear

surface, was the result of an extensive

visual isat ion study by Popiel and Turner

(1988). shich aimed to produce the optimum body Two kinds of experiment were performed.

shape corresponding to the strongest vortex The Strouhal versus Reynolds number

shedding action over an extended Reynolds relationship was examined for the new bluff

number range For compaiison and to provide , body, noting that this had the same width as
control, a cvlindex with equilateral triangular the triangular body and the bodies tested by

cross-section (one flat face normal to the Lucas and Turner (i85) The vatrations with

incident flow) was also examined Reynolds number of the SNR, the 'ortex shedding
frequency, and -he peak spectral amplitude at

Equipment th ue .- sueuudi.g L ,Lli Vv~e-baedjid, Leuy , WELe -Iso

ligure L is a schematic of the wind tunnel determined. During these experiments, the hot

used, in which the flow velocity coald be film proue was positioned at mid-height, 0 02

varied up to 25 m/s (Re-43,OCn based on actual diameters (d) beind and slightly to one sice

cylinder width of 25.2 mmi. Centre-line of the cylinder, so as to lie in the separated

turbuience intensity was found to be shear layer Measurements were made throughout

approximately 2 5% over the Reynolds number the available range of Reynolds number (i.e
range considered from about 3000 to 43000).
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Figure 2 presents some data which show The rppeatability of the SNR measurements,

typical variations in Strouhal number, SNR and using 128 samples on the spectrum analyser for

peak spectral amplitude with Reynolds number,, ensemble averaging,, was better than 1%, except

suitably scaled to fit on the same plot in the region of maximum free stream velocity

where it fell to 4-5%.

Conclusion

* i The study has yielded detailed data which

- complement the pievious programme of
visualisation experiments. Results obtained

show, in particular, that the signal-to-noise
S,.,---- - - ratio of the periodic wake behind the new split

,-, "cylinder is approximately three times that for
- 'a triangular cylinder This demonstrates the

ability of the spectral measurement approach to

.- quantify in an unambiguous way the strength and

stability of the coherent structures in a

turbulent wake.

Figure 2 Plots of Strouhal number, SNR and peak spectral
amplitude against Reynolds number - new body References
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ABSTRACT length, modified version of the distribution given
The influence of the inlet boundary conditions in Taylor et al (1981) and a new mixing length
on the predicted reattachment length is high- model are used.
lighted. Especially, the specification of c inlet RESULTS AND DISCUSSIONS
condition is crucial. A new mixing length distrib- The k - r model does not show monotonic con-
ution based on the physical reasoning of the flow vergence towards steady state and it is highly
field is presented. The k - I model displays oscillatory. The k - I model exhibits very good
excellent numerical stability, on the other hand numerical stability and it shows monotonic con-
k - r model is highly unstable The predictions vergence towards steady state. Also the values
using the new mixing length distribution, for I in of k does not become negative The mixing
the k - I model are in good agreement with the length distribution for all the three models can
existing results. be given by a general relationship I = K YREr,
INTRODUCTION where value of K is 0.4 and YrEr is the reference

Flow through a sudden pir u expansion is a good distance.
bench mark problem to evaluate any model of In Prandtl's mixing length distribution (MLO),

turbulence or a numerical t.chnique for its pre- YRFF = YWALL , and YWALL is minimum of the normal
dictive capabilities in axisymmetric geometries distance from either of the walls This distrib-
The point at which reattachment of the flow ution over predicts mixing, hence the reattach-

takes place forms one of the basis of comparing ment length is under predicted

different models A recent review of internal The mixing length distribution specified for flow

flows by Nallasamy (1987) compares the reat- over backward facing step in Taylor et at (1981)

tachment length predicted by different models is modified (ML1) to take the present problem

However the comparison is not justified because - in(YWALL , (x/X)H) if X5 XR
the inlet conditions specified are different in YnEr min(YwAL (2X/X R - 1)H)if X 1 X)

each case In the present work it is shown that

the problem is sensitive to inlet conditions The value of YREr is calculated from equation (1)
The numerical instability of the k - r. model is This distribution under predicts mixing near the
well known. The numerical advantages of k - I, axis, close to the expansion. As a consequence
where the mixing length I is prescribed using an results exhibit wiggles Also the physical basis
algebraic equation, is highlighted in the present of this distribution is weak.
work and also a new mixing length distribution A new mixing length distribution (ML2) is pro-
based on physical reasoning of mixing in the posed on the physical reasoning of mixing in the
flow field is prescribed flow field It is highly improbable for an eddy to
NUMERICAL PROCEDURE AND MODELS USED mix with a region where the direction of the flow
The problem is simulated using Galerkin finite field is reversed From the streamline pa!tern of
element technique using Eulerian velocity cor- the flow shown in Fig 1, it is assumed that an
rection method to solve the momentum eddy in between the line AB and the axis of the
equations in unsteady state form Linear trian- pipe can mix ficely up to the line AB, where the
gular elements are used for spatial discretisa- flow takes place in downstream direction Simi-tion Detil "' th....emetyae ~o n 1-

tit-ea,,s of he flow geometry ,re s- ow. in lat aigument is assumed for in eddy in between
Fig 1. ine walls and line AB, where the flow is in the
The low Reynolds number version of k - r and opposite direction The value of YREF is taken as
k - I models, damped with functions given in YWALL beyond the reattachment point and has a
Lam and Bremhorst (1981) and Wolfshlein (1970) value which is minimum of Yw,4AL and the distance
respectively, are used Three different mixing from the line AB in the region between the
length prescriptions for 1, the Prandtl's mixing expansion and the reattachment point

11- 14-1I



The reattachment lengths predicted by the three DAE as in Pun and Spalding (1977), the predicted
distributions are shown in table I (S Nos 1,2 & value increases by a great margin. This is
3). The overall performance of ML2 is good. The clearly seen In Table I (S. Nos 7&8).
quality of predictions made by MLI distribution The effect of different wall boundary conditions
is poor. All the three distributions showed on the heat transfer is studied. The computed
monotonic convergence towards the steady local Nusselt number variation Is in good
state. agreement with experimental results of Zeman-
The influence of inlet axial velocity profile on the ick and Dougall (1970). The error in peak Nusselt
prediction of reattachment length is shown in number is 11.2 % and it is well within the
table I (S. Nos 7&9). The reattachment length acceptable limits (Launder, 1988). Another peak
predicted is more for uniform axial velocity pro- is seen very close to the expansion as shown in
file than the profile based on 1/7' law. The effect Fig. 3, which Is In line with the intuitive argument
of Reynolds number on reattachment length is given by Zemanick and Dougall (1970). The
marginal as seen in Table I (S. Nos 4 & 5). influence of radial wall boundary condition is
The inlet turbulent kinetic energy k, has a restricted very close to the expansion as seen in
marked influence in the prediction of the reat-
tachment length. It is clear from the Table I (S. Fig. 3.CONCLUSIONS
Nos 5, 6 & 7) that an increase in k decreases the
reattachment length The inlet specification of 1. The specification of inlet boundary condition
turbulent kinetic energy dissipation c, Is equally is very critical and its influence on the reat-
important, which is generally not measured The tachment length is considerable.
following empirical relationship is used to cal- 2. The k - I model Is potentially a viable model
culate the value of r, and has good numerical stability.

- 009 k"'1 /(0.015D). (2) 3. A new approach to mixing length distrib-
ution Is highlighted and the predictions

The diameter D is conventionally taken as DBE • based on this concept agrees well with the
But this resulted in a severe under prediction of experiment.
the reattachment length. Instead, if D is taken as TABLE -1 COMPARISON OF REATTACHMENT LENGTHS
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Characterization of the Transport Behaviour of Particles The use of the term turbulence intensity for the charactt. izauon
iii an Electrohydrodynamic Flowfield with the aid of a of particle motion (discriminated by the suffix p) may, at first

Two-Component Laser-Doppler Velocirneter glance appear unconventional, since this is usually only applied
in conjunction with fluid phases. Nevertheless, this has been

Claus Riehle and Friedrich Ldffler deliberately used in the following, since the ratio of the average
velocity deviations of the disperse phase to the absolute value

Inst f. Mech. Verfahrenstechnik u. Mechantk,TU Karlsruhe of the velocity vector is indeed an appropriate parameter for the
Postfach 6980, D-7500 Karlsruhe, Germany characterization of the particle motion state. The experiments

were conducted using a NaCI aerosol with a number distri-
An electrohydrodynanic flowfield is a superposition of a con- bution median of x500o = 1,4 i and a geometric standard
ventional gas flow and a flow of gas ions. Such flowfields deviation of x84/x50 = 1,4 Furthermore it is important to say
occur for example in electrostatic precipitators widely used for that in this application of Laser-Doppler velocimetry the light-
the cleaning of flue gases The experimental investigation of the scattering particles do not play the role of tracers because they
particle velocities within an electrohydrodynamic (EHD) flow- are charged, and hence, drift within the elecctri field relative to
field is therefore necessary to characterize the transport condi- the fluid phase. In general it is impossible to measure fluid
tions. The interaction between the neutral gas and the gas ions velocities in an EHD floweield when using light-scattering
(sometimes called ionic wind) changes the pattern of the techniques.
streamlines because the gas ions drift along the electric field
lines which cross the streamlines of the turbulent main flow. The aim of the investigations was the characterization of the
This interrelationship decisivly influences the flowfield struc- particle dynamic at different sties of the ElID-flowfield.
ture and hence the transport behaviour of the paitucles. The Therefore the experiments have been conducted in dependence
ElID flowfield is not only dependent on the Reynolds-number, of the electrical operational conditions for two average flow
but also on a second fator. Some authors refer to the Ntl D0- velocities. The patameters for each operational setting may be

number, whereby the presented definitions are not always in extracted from the following table:

total compliance I1, 21 Shaugnesssy et al have derived this
charactenstic number fiora a dc-diiensionalized and extended Table: Operational conditions of the ElD flowfield
Navier-Stokes equation, and speak of the "Electric Froude v Re 2s U E jNE Freo NEH1D
number " Frei 131, foi which the ollowing relationship holds: in/s kV kV/cm mA/m 2

-12 0,71 6667 0 0 0 0 0

N =H - E 2s 1 0,71 6667 20,0 2,8 0,30 1,76 0,32b p v L eIJ 0,71 6667 35,0 5,0 3,69 0,50 4,00

JNi electric current deisity (coiling area spetufic) 1,41 13333 0 0 0 00 0

s channel half-width 1,41 13333 20,0 2,8 0,30 3,57 0,08

v mean gas velocity (flow rte deiisity) 1.41 13333 35,0 5,0 3,69 1,00 1,00

r gas density

b 1o0iity of gasions xz- plane yz-plane

The El-D flowf'cld was generated in a vcrticail quiadratic test d
duct and the gas tons were pioduced with a corona discharge
located at five round copper wires (SE) in the middle of the

duct (Fig. 1). The geometrical parameters were

half duct width (NE-SE) s = 70.7 mmni green
wire-to-wire distance (SE-SE) 2c = 70.7 mm Z

wire radius rc = 0 35 mm xy-plane

Length of El-ID-zone L = 350 m X

The realized Laser-Doppler Velocinicter (LDV) allowed a si- x
multancous measurement of two velocity components of the it
particles (Fig. 1): the migration velocity towards the plate bue ,

electrodes (NE, y axis) together with the velocity component in 2-

the main flow direction (x axis). The resulting paramete s are. 3 t
I

< v > average velccity of the component i 4

(< v, >I : r.in s -value of the component 1

From these a turbulence ntcnsity Tup can be derived: * SE X

W NE Y 1 -1
1 2 1 2 _______

>< +-f< V >

T 2 Fig.1 Survey of the measured velocity components together
>2 + <V2 with the plane of measurement
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Fig. 2. Averaged parule Imigration veloty Fig. 3. Averaged particle velouLty profiles in Fig. 4: Profiles in the turbulence intensity

across the main flow between the the main flow direction between the between the first and second

first and second corona electrode first and second corona electrode corona electrode

The presentation of the results uses dimensionless coordinates, case of positive corona fields 14,51. The ionic wind does induce
for which purpose all lengths are de-dimensionalizcd by the eddy regions as a result of continuity, which causes the ob-
channel lalf-width s The following figures portiay the results served particle velocity decrease in the vicinity of the channel

of measurements conducted between the first and second coro- walls and the particles can hardly follow such a back-flow of
na electrode. This location corresponds to the dimensionless the fluid phase due to the influence of the electrical force.
coordinate x' = 1,0 (see Fig. 1). Each graph demonstrates the
profiles across the main flow direction between the dimension- A compailson between the different EHD states discloses that
less y-coordinate y' = - 1 to y' = + 1, which corresponds to the NEftti isa crficn ',aiue for the mutual interactions between

surfaces of each plate electrode. In the range y' < 0, mea- the iic wind and the neutral gas phase. Whilst for NEHD
sureilents could be 'zonducted at distances down to 3,5 m values > 1, the stochastic particle motion is chiefly determined
from the plate by turnng the prcitor. y'= 0 is the defined by, the non steady-state character of the negative corona, for
location of the corona electrodes Each graph contains the mea- NEHD values < 1, however, de puticle velocity fluctuations are

suring values for two or three applied voltages The upper part governed by the turbulence of the neutral fluid. This behaviour
of the figure show s results for a mean gas velocity of 0.71 in/s, is clearly demonstrated by Fig. 4 which shows the measured
the lower for 1,41 i/s respectively. turbuleice inteisities Tup of the particles.

Fig. 2 shows the results of the <vy> measurements wiihih can RefereceC:

be related to the residence time and the saturation charge ie- IIl Leonard G.L., Mitchner M, Self S.A.: An experimental
spectively. When compared with calculated values it can be study of the electrohydrodynalic flow in electrostatic
shown that the migration velocity of the particles is approxi- precipitators; J. Fluid Mech. 127 (1983) 123-140
mately three times higher tha.l theoretically expected, provided 121 Yamoinoto T.:Some aspucts of efficiency theory for
they receive at least 90 % of their saturation charge. r pp.d.n e or.- .... tro,,a,,c precipitators; Send. rInternafino1,2onfercnco

Electrostatic Precipitation, Kyoto (1984) 523-521
The results of the <V,> measurements (Fig. 3) distinctly verify 131 Shaugnessy E.J., Davidson J.H., lay J H.:The Fluid

that the ionic wind influences the parti(le motion At a voltage Dynamics of Electrosritic Precipitators; Aerosol Science

of 35 kV, the velocity profiles change and, its one can obscrve, and Technology 4 (1985) 471-476
this change is more dominant for 0,71 m/s thtan for 1,41 n/s. 141 Yabe A., Mori Y . Nijikate K.. El ID study of the corona
In contrast to the 0 kV state, the particle velocity increases at wind between wire and plate electrodes, AIAA J. 16 (1918)

the central channel regions and decreases substantially at the 340-345
wall zones. This phenomenon can be seen as an indication for 151 Yamamoto, T., Velkoff, Il.R..Electrohydrodynamnics in ain

the existence of secondary flows as already observed ii the Electrostatic Precipitator; J.Fluid Mech. 108 (1981)1- 18
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ABSTRACT the interface of turbulent and non- turbulent fluid

Based on truncation of general second order The penetration of the mixed layer incurs a reversal

closure methods, a simpler form of model is searched of sign of the heat flux in the region close to the

which would enable sufficiently faithful reproduction interface (compensating cooling of the stable fluid

of specific features of buoyancy dominated turbulent in the first case and heating in the second case).
All these and other features recorded in the

flows, but still retain an eddy-viscosity form which mented and other eeres pose a se

could be incorporated easily into the general mentioned and other experiments, pose a serious

3-dimensional Navier-Stokes computer code for complex challenge to turbulence modelling.

geometries. Validation of the model was carried out Second group of considered cases concerns again
by considering several characteristic buoyancy simplified geometries with side heating and cooling

dominated flow situations so that the gravitational vector is perpendicular to

the mean temperature gradient. The representative

INTRODUCTION cases are the experiments of Cheesewright and

Buoyancy dominated turbulent flows are coworkers, and of some other authors. A specific

characterized by several features which can not be feature of these cases is the concentration of steep

modelled successfully by popular k-c or other eddy- temperature and velocity gradients as well as high

viscosity type models. A strong coupling and a mutual turbulence intensity in the thin boundary layers

feed-back between the velocity and temperature field, along the vertical walls and almost quiescent

as well as inadequacy of gradient hypothesis by which isothermal core region occupying the majority of the

turbulent flux is usually represented, are some of channel cross-section.

such specific features. However, most widely used The enclosed diagrams illustrate the quality of

Navier-Stokes codes - not suitable for predictions obtained by a simplified version of full

incorporation of second-order closure scheme which stress/flux Lodel as well as by a modified version of

would overcome most of the deficiencies of simple k-c model which produces almost the same accuracy.
models. Hence, for time being, a compromise is

searched which would retain the basic eddy RESULTS AND DISCUSSION
diffusivity formulation, but modified as to account Figures 1 to 2 present the comparison of the
for mot important buoyancy effcts. measured and computed values of two major parameters

The present paper focuses on the analysis of measured by Deardorff et al. The presented results

relatively simple test cases in which "clean" were computed by a simplified form of the second
buoyancy effects can be isolated and various modeling order model which entails the solution of t-ansport

ideas explored in details. For that purpose two equations for vertical turbulent heat flr.x and

groups of test cases have been examined, one In which temperature variance in addition to the energy and
the density stratification vector is collinear with dissipation equations with the standard Launder-

the gravitational vector (bottom heating) and the Sharra [4] low-Re-number modifications. The vertical

other with two vectors being perpendicular (side profiles of mean temperatures and total heat flux at

heating and cooling). different time instants show excellent agreement in

We consider first the two test cases which full details, including the sign reversal of the heat

simulate the dynamIcs of almost one-dimensional, flux just below the interface. The development of the
unsteady, mixed layers, driven prrel

, 
by buoyancy. thickness of the mixed layer (two different

The first is the well known experime',.t of Deardorff definitions, one corresponding to the position of

et al. (1969) [3] of the development of a turbulent sign reversal, and other to the minimum turbulent

mixed layer in the lower region of initially stably heat flux), both show very good agreement, except for

stratified quiescent fluid by heating from below, and the initial period which Is uncertain because of

its upward penetrative convection into the stable unknown initial conditions. The predicted time

layer above It. The second test case is the development of the fluctuating temperature variance

laboratory model of Markofski and Harleman (1971) [5] (not shown here) At different heights show a

of the development of a surface mixed layer due t) qualitatively similar behaviour to those found by

the sutrfecA cooling (si ilation of diurnal variation experiments, though a large scatter of the
of a ternocllne) and its downward advancement in the experimental data brings in a dose of uncertainty, soofha soa differenee and itse donwr advanngen ian ntb

underlying stratified fluid. A common feature of both that some difference in rates of change can not be

cases is the creation and growth of highly turbulent explained satisfactory at present.

mixed layer in which the transport of momentum and Figures 3 presents a comparison of measured and
heat occurs by turbulent diffusion, while the computed mean temperature profiles for one of the

temperature profiles remain basically uniform, experiments of Harkofski and Harleman [5] for the

demonstrating clearly the failure of the simple local period of one diurnal cycle with successive heating
gradienL ~ ~ ~ ~ ~ ~ .. -A "---,; oll~ f ufc layor by -zdiction= -_nA - ,,fa:

important feature of these caseb is the entrainment convection (here also the simulation was performed oZ

of adjacent overlaying oi underlaying non- turbulent the reservoir inflow and outflow, with changeable

fluid into the mixed layer and a consequent water level and variable radiative heat exchange).

development of a sharp density jump (termocline) at The computations show a good agreement including the
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compensating heating of the entrained fluid below the heat fluxes u- and ye at the same cross-section,

mixed layer, during the period of surface cooling. Figs. 7, 8 and 9 show close magnitudes and

Figures 4 and 5 show the comparison of predicted qualitatively similar behaviour as measured data but
profiles of vertical mean velocity and mean athe predictions, tuned to smulate fully symmetric
temperature at the mid height of a 5:1 rectangular situation, could not follow a vsible asyemietry of
channel heated and cooled from sides, compared with the experiments.
measurements of Cheesewri~ht and King [2]. The The paper demonstrates that a form of k-c model,
presented results have been obtained by a kind of suitable for incorporation into a general Navier-
low-Re-number algebraic flux model which could be Stokes code for a complex 3-d flow, but modified on
reduced for computational convenience to a form of the basis of a truncation of the full stress/flux
k-c model in which a tensorial "Prandtl-Schmidt" second order model, can generate a reasonably
number accounts for additional terms originating from faithful reproduction of several experiments of
truncated full stress model. This procedure generates distinct features with buoyancy flux being aligned or
a more general invariant- instead of simple gradient perpendicular to the imposed external heat flux.
hypothesis for turbulent heat flux. In addition the
length scale correction of Yap [6] was also applied. References:
As shown in diagrams, these modifications brought l.Bowles A.& Cheesewright R. 1989 Exp. Heat Transfer 2
visible improvements of the predictions. The wall 2.Cheseawrlght R.& Kl1g K. 1990,9th Int.Heat Trans.Conf.
shear stress shown on Fig. 6 agrees reasonably well 3.Deardorff J. et.al. 1969, J.Fluld Mech.,, vol 35
with the experimental data for both walls (which 4.Launder, B.E. & Sharma B.I. 1974, Lett. in H&X Trans.
should have been equal If full symmetry had been S.Xarkofaki X.& Harleman D.R.F. 1971, NIT Tech.Rpt.134
attained). Profiles of turbulent shear stress and 8 Yap C. 1987, Ph.D. Thesis, UXIST.
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III I Ills study Wo' tnicitse~ (in Slow Term motiel of tilt, where 11 ai Ill are defined by l1oi~ klibkfi anod IlI* hie
prorcsure- sI~trnl Corteinltione, It Is well1-knon that Sloew kbk.i.hj bl ni ore cal led as the sec.'d and the third
Term uil neI,'es fitrr-n rntuyI below RTI I phertnomenoen invariant of anisotropy tenber b 1.1. respr tlvely.
andt Hi I I ;ets oendns on Itile tir d I nvar lntid. Illi(if
tlitr~ op y leisl n~rNr tooge y. or exi1st ing mode li. (II Rot l 3. lRED IfTABI ITY OF EXI STING MODELS
(I tiinuley aend Newmno ii iShimn (ivlSenrlnr aind Spenla. At first we Investigated the predictability or exisiting
mitt onin-chLe 1111d tine. ollimriceil results were compared with~ modelI m. Four modelrs were use~d for thin purpose. Aeccording
ex pet-ivmit I k ill t it. We' forund that each model Call Out to Eli, (6) tiwy can tbe suomar iz7ed as fall ows.
repi othit til, peieeante crrn'c IIy in ithler tile cease vith modnel I il Rattio
poit ive Ill orc th(, ote wi thn egat ,4~i Ill. Than we trn ied If -3.0
to 4etn.irtt Ict an ie mno- Ilinear Slow Term modul by akng it~ .0
totnt;t nti s inc (rnet i uis nof Inavariaints. It is tshon thant our MadloI (ill [a In ey and Newman
o)Int m uait ein' tine Hi I tInltttIiOMn'ti more reasonablIy. Far - of .2. Fig exp (-7. 77/Ret
II.-, stnuty i n ricnintm ati, tint! effect or low-Heynoldfl-,euuber. * 172/Rct .80.1I ln( I 62.4* (11/2.2.3*111/3111

ci 0.0
1. I NiTRODU GiT I ON whnere F-1-9/2*ll.9*lll and Rtq/(9fiesyl

It-e', toi ab stress trannspnort modl I be low RSTM )IN on! Model (il111 Sb lma
or time-avc'rnined turbulnace modeels. RSTM Is superior to a 2#7.297*Fri*Fsll-
ods vis:ost ty monelis ( typicnally k- c model )Iin the mni- if .0

Vtromti bly bVN'c113.'t! it Lenknv accounts of titl! Reynolds-stress- where FrI = 1-cxpi- (0. I50Ret) I
I ratnreuat pirltmn'ttn. A ioat nr f IST~s have been proposed anti Model (ivi Spez iale and Sarkar
i rivent i Intn eed. ranin n its uutndeu'-livcc- Hodi tind Siis . of -3. 4
RSTietS loVeV bVet coteSXtruCnla ntn ine basit Of Maty woUH~J1p- ai -3. 00 (a -2. 0)
tianats. We think thnat ties It shoald be dotne to cheeck again Mntdel (I) Is linear in bij. Modacel (ii) and (Ill) arc,
whnether nude term is modelnani reasonably or not. Presenet quasi-linear. Model 0i0 Is non-linear. Model (I) Is Lte
study is reganrdedn ens tile' first step (if such Investigations, most Popular In conventional RST% and Nuceeds whe the
We foucmea oie Hieturn-Lo-lsotrrpy ( below RTI I problem. It turbulence is not strongly aninotropic. Mandel (ili) was
ts vol I -known Lnt tis procesti depends on whether tife third developed lin the utear-wall calculation.
irnvaerita Ill ise post~itve ncrnegative. Onte purpose ort Calculations have been performed by four step Runge-
tia studny in tLt chieck soer models far Slov Term ni Kutta method which In second order in the time marching. Art
jnrnssarr-tmin cuiirelationt. Four nfuiting models were thte initial es are not measured. we set thom so that the
selected o tnini le rnntmericuel resuilts wore compared witih chtanes of (I are watce~hd with the experimental data.
4Ae.rrltannl dtatu It i4s rhown that they can not reproduce Time increments were selected as nearly sameci magtnitude an
HITI piennrt correctly inn either tile case with positivet 1/500*( final time In experiments 1. In Oder to chock tile
I II aIrI tie onto wfi tit negat ive lI 1. The other purpose Isi to appropriatness of this time Increments, calculations were

carrnre~tncI% new tem otin-linnear Slow Term model by making perrfoirmed with i/IDDolvI final time 1. Hloweve~r meaningful
nnnrl-intr toe fntct,innns nof intvarianets. It Is shoewnt that our discrepancies could not be recognized.
mandt'i is ablie to predict RTI process more reasonably for Four experimental data were adopted in this study.
mantle 111>0 fold IM< ( IIlI.e Pnven. Goence anld Comte-Ifllot, (111>0 and 111<01.

(2)Gence and Mathieu (111>0). W3Tucker undt Reynolds
Z.GFiNERtAt. EXII:XHSSION1 OF UF,*TJRN-rO- ISOTROPY (111(0).

Exact Ileynnaldr stress transort equations intclee ale Fig. I to 4 show the temporal decay of normal Recynoldst
unnknonu presantre-litraln cmortrlation. Because this Ie re- stresses. Numerical results are compared with the cnrre-
spamasituie for Line enerloy transfer between each Reynolds spending experimental data. Because of the limited space
stress n:ermtntitett, it. Ii very Important to modlel this terms theser figures Include the results obtained by our model
cnrrectly in HT~re. Conventionally this correlation is I Modtel (v) I which will be described In the next section.
mindeinni by tinl! feel lowing expression, From these figures following characteristics are evident.

II'inuntrc-Strairt Correlation)- eli. Ill# 1.1.24 C.w (I) Par 111)0 Moee (1) and 00v reproduce the correct UtTl
miere 0 Ui. 1. 0 .2. etnel 0 i.i~w reprueent. Lte contribution process. but for 111<0 too slew ETI is cailculated. OIn
try an turbnsl'ece-tmrbuloutce Interaction. a turbulence-mean the contrary. Model (11) anld (10) predict ItTI reasoably
them tnteot'nction and a boundary effect. resipectively. In for 111(0. bLeu produce too first PTI process for 111>0. Inj
LIne! pre.'ent stifdy we dealt with the first part, mo-called addition. change@ In It-lit phase -pc made themeapet
Slow Term. This kind cit flown Is known as Return-to- more clear ( not shon here because tit the Iliited space 1. -
Isrotroipy problem and goiverned by following equations,. It In eamy to coacludte that eai'. model can hot mtict-

(1 1)IV (I L -- r. / t .(to0;IJ-Zebi IA(21 factorily rem rdiee beth the case with 1111A sanl the mne
d e/d L.-2s r, (3) with 1110. We think that this shortcoams are camse by
(I ( 1;c t-Z2#C t 24 z q 4 not, having considered the data with either positive orwhnere thiJ-itu e/(I -1/3.11. 0IJ.-1!66lI.l. 4 ~ IAU u negative Ill In coneicti ngt their mandott.

and C t2-.90ii 1,11 Is Called as Lemoroy tnor of
t urboulIence. lUulIey' pointed out that 113 can be eix- 4. 'RMi)AL. (W A rNEI YAW~l
pressed gernerally by the next eqluationl. Int Wellow to IWpO"e the onedIcAh1it. sit slew Tomt

ntn.l-fI (ll.110llhbi model, w tried to coeatracl a tte 0tido. Prmpecittiv.
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ABSTRIACT tween at block and the tapper and lower plates. Pour molt
Thet flow pattern behind a two-dimensional body with widthts are examined: Model I (h/Il - 0.095), Modl '2

b~leed~ing through a slot at Its trailing edge Is experimen- (h/il= 0.07), Model 3 (h1il = 0.045) and Model 4
tally investigated. Two bleeding ittodes Are studied: one (h/Il = 0.019). Two rows of pressure taps (d = 1mmri)
with Inaxilnui pressure at the trailing edige ald one with a are drilled into each block to determine the pressure distri.
zero-excess miomentumn wake. lit both cases the slot width, bution. One row in spanwise direction with. nine holes andi
characterized by its width to trailing edge height ratio h1/I, one lin mid-span section witha four holes. All taps of A block
varied front 0.095 to 0.019. Distributions of the mnean ve- lead to a central hole of 5mmr diameter which rn be con.
locity and the longitudinal and transversal fluctuations in nected to a manometer. The base pressure Pb at a pair of
the wake are measured and comnparedl to lte wake without holes, one it the top and one In the bottoun block, is obtained
bleeding. by sealing tite remaining holes.

The bleed fltuid is devided into two Ilnes before it lit sup-
INTHtODUCTION plied to the left most chamber of the body front either side.

Hase bleed is ant effective nmethod to reduce body drag. The mass flow rate is quantified by two gas meters installed
'rlis method, among a lot of others, is interesting because lin each of the lines. To gtuarantee a uniform velocity distti-
of its practical application. Bleeding or blowing a certain bution in the jet leaving the slot a haoneycomb is installed
amnount, of fluid front the rear part of a body into the flow inside of the body.
field leads toaithigherpressureat the body base (i.e. asmaller The mean velocity profiles as well As lte profiles of lte
dIrag) or provides a zero-momentum-excess when the ejected velocity fluctuations In x and yi direction are measured with
jet compensates the body drag. Tlhis phenomena has been standard X-wire probes and hot-wire anemonmeters.
given little attention so far: Igaracid (1978), Dmitrenko, Ko- EUT NDDSUSO
valov, Luchko & Cherepanov (1987), and Cimbala & Park RSLSADDSUSO
(1990). In particular, the influence of the orifice size through Fig. 2 shows the dependence of the base pressure coef-
wh~ich the bleeding is accomplished on the change of the flow ficient -(Cp)b = (P. - Pb)/(PU.2/2) as A function Of lte
pattern in the wake of a body has not been sufficiently ex- bleed coefficient Cq, which is deflned as the imuass flow rate
anuined yet. As could be shown for a two-dimensional body tharough the slot area devided by the mass flow rate through
by Zhdlanov & Ekkelinann (1990) lte magnitude of the base the body area in mean flow direction, It can be seen., that

pressure, lte velocity dlefect in Lte wake, and the shedding increasing the bleed rate from Cq = 0 (which corresponds to
frequency are determnined by the ratio of the slot width aild lte pure wake) to higher values leads for all models at the be-
lte heighti of the body trailing edge. To understand lte drag ginning to an increase of Pb (i.e. to a decrease of -(Cp)b And
reduction it is of interest to consider at different locations then after reaching ant extremul to a decrease Of Pb. The
downbtream of thme body the variation of lte mean velocity smaller tite slot width, Lte faster occurs tlhe inlcrease and
dlefect, the level of lte turbulent fluctuations and t decay decrease. On the other hand, the larger lte slot width tike
of thlese quantities. larger is the mlaximunm base pressure. This treud extends lte

measurements made by Bearnsan (IONe) to a wider ranlge of
EXPERIMENTAL, SE'I UP slot widths. The measurements shown Int Fig. 2 were carried

'rh itvesigaiuniscarried out lin the open return type out up to bleed rates where Lte ejected jet just comipensates

wind tunlnel of lte hlax-Planck-Institut fimer Stroemungs. lt oyda.rrti ae o h txnnibn rs
fursclaung described by Kastrinakis & Eckelmann (1983. sure case and for the pure wake (C5 = 0) tlhe mean velocity
The test section has A cross section of 280 X 1400mmV profiles are shown for r/1I - 7 In Fig. 3.
Time coordinate systemt is chosen such that z is aligned with When lte maximnunun pressure Is reached at lte body
lte mean flow, y is perpendicular to mean flow and spn base the wake structure is very similar to lte that of lte

and z is the spanwise direction. The two-dimensional body, pure wake. Fig. 4 shows for this ease and for lte pure wake
shown in Fig. 1, has a semicircle fronut followed by a paral- the normalized decay of the meant velority lit the center of
Iel sided part with a blunt trailing edge. The length of lte ilea wake (Ue - U)/U1o = AU./U. anti the normalized half
rhord (1), the base height (Ii), and lte spanwise width (L) width spreadingol'the wake 61/Il as afunctionoifthe nondi.
are I = 200mmn, II an 40tm, L a 250mm, respectively,. esoa itnex1 rmth oy rmttefgr h
All measurements are conducted at 0e Incidence, at a free menllongaws disane del romved bod. Fro thsfiuedh
stream velocity of U, as 14m/s and a free stream turbo. III/H - (c/Il1)'12. In Pigp. 5 andO -a plotted the con*.-
henre level of 0.1%. The Reynolds number based on U, and sponding dependenes of the r.mse. fluctuations a I/U. mid
HI is 3.7 X 104. The slot on the rear surface of the body Is 8,/U. aa well a the spreading~ it/it, is/it bf the at and
created by two metal blocks fixted by screws at the ends of 142 distribultlons lit the wakes as a functionta of Il With
the upper and lower plates. The slot width can be adjusted bleeding the anisotroff of the fluctuatins In the wake die.
by thin metal sheets of 0,1mrn thickness which are fised be. creame, In addition the flow structure become smaller and



the Stroulial number grows (Zhidanov & Eckelmann 1990). 0. 8
In the case when the bleeding jet compensates the body

drag (i.e. the zero momentum excess regime) the flow struc-
ture is characterized by a higher dissipation rate. This is
manifested in a fastei decay of the streamnwise r.no.s. fluctu- -o 0. 6/

atos;hr , l, 2 - X1)O8.Cmae othe inaxi-
mumm pressure case the spreading 611H, b2 /H of the ul and
112 distributions is not changed significantly.

Mod.2
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ABSTRACT axisymmetric flowfield. The combustor

section consisted of a water-cooled pipe

Velocity and low frequency combustor which terminated in an exhauster used to

pressure oscillatiuns have been measured simulate high altitude conditions.

in a ramjet dump combustor model. The
mean and PMS values of the turbulent This modular design allowed optical

velocity field were obtained using a two- access for 2-D LDV measurements while

component LDV system operating in the preserving the integrity of the combustor

backscatter mode. Reacting flow data were flowfield. One of the unique features of

obtained for premixed propane and air, this design was the ibility of positioning

while isothermal results were collected the dump plane relative to the combustor

after replacing the propane with nitrogen. measurement station. Other special

The velocLy data indicated substantial features included a 38mm x 38mm (1.5 in x

differences between the two cases. 1.5 in) flat quartz window installed in

Combustor pressure oscillation data were the inlet pipe for measurements upstream

also obtained. The intensity and of the dump plane. Inlet flow

frequency of the oscillations were found disturbances were eliminated when

to be dependent on the inlet velocity, measurements in the combustor section were

combustor length, and equivalence ratio, performed, by replacing the quartz window

Results showed that pressure oscillations with a plug having the same radius of

were controlled by both vortex kinematics curvature as the inlet pipe. Similarly,

in tne combustor and acoustic response of on the combustor section, an air-cooled

the inlet section. quartz window used for LDV measurements
was assembled on a flexible mount
(combination of springs & bolts) to allow

INTRODUCTION for the dilferential thermal expansion of
the quartz and the metal surfaces.

Turbulent sudden expansion flows are
of significant theoretical and practical The water cooled stainless steel

importance. Despite the fact that such combustor was conceptually and physically

flows have been the subject of extensive identical to the plexiglas rig used

analytical and experimental studies for earlier by Favaloro et al., 1989.

decades, many issues are still unresolved. However, new design methodologies were

For example, because of the complexity of implemented to allow stable and continuous

the flowfield and the associated combustor operation over long periods of

difficulties with measurements, detailed time. For the current experiment, four

information on reacting sudaen expansion side-±njector tubes were utilized for

flows are very limited. As a result, premixed studies. The ports were aligned

development and evaluation of analytical to point toward the downstream direction.

models of the flowfield, especially for This configuration provided premixed

confined turbulent recirculating flow conditions and attenuated flow

configurations, have been hampered by the oscillations, while eliminating flashback

lack of reliable and detailed experimental over the range of operatinq conditions

data. Therefore, in order to further reported he e. To ignite , e fuel/air

develop these numerical codes such as the mixture, two spark plugs, flush mounted

K-F model to become general (i.e. 180 degrees apart in the step face, were

applicable to more than a limited range of used.

simple configurations), reliable and well
documented experimental data are a must. SUM ARY AND CONCLUSIONS
Therefore, the objective of the current
study was to obtain a credible and A detailed experimental investigation

detailed experimental data base and to was carried out to determine the effects

help in the understanding of the behavior of combustion on the flowfield

of such flows, characteristics of a model ramjet engine.
The study also described the low frequency

EXPERIMENTAL SET-UP vortex-driven pulsating combustion modes
and the nature of the pressure

A major facility to conduct oscillations observed in the flowfield.

experiments with and wil-hout combustion The results showed the significant effects

as designed and fabricated. The design of combustion on the development of sudden

incorporated innovative approaches for expansion dump combustor flowfield. For

providing optical access without example, the mixing layer, inferred by

disturbing the integrity of the velocity measurements, shifted towards the
combustor wall. As a result, corner
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recirculation region length decreased by effects of combustion on the flowfield
approximately 44%, see Figure 1. This was characteristics of combustors with inlet
accompanied by a much faster flow swirling flows,
recovery, i.e., flat velocity and
turbulence profiles not far from the dump AC=NOWLEDQGXXNTS
plane.
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